
Measuring and Modeling Networks of Human Social Behavior

Daniel Mark Wyatt

A dissertation submitted in partial fulfillment of the requirements for the degree of

Doctor of Philosophy

University of Washington

2010

Program Authorized to Offer Degree: Computer Science and Engineering





University of Washington
Graduate School

This is to certify that I have examined this copy of a doctoral dissertation by

Daniel Mark Wyatt

and have found that it is complete and satisfactory in all respects,
and that any and all revisions required by the final

examining committee have been made.

Co-Chairs of the Supervisory Committee:

Jeff Bilmes

Tanzeem Choudhury

Reading Committee:

Jeff Bilmes

Tanzeem Choudhury

Mark Handcock

Date:





In presenting this dissertation in partial fulĕllment of the requirements for the doctoral degree at theUniversity
of Washington, I agree that the Library shall make its copies freely available for inspection. I further agree
that extensive copying of this dissertation is allowable only for scholarly purposes, consistent with “fair use” as
prescribed in theU.S. Copyright Law. Requests for copying or reproduction of this dissertationmay be referred
to Proquest Information and Learning, 300 North Zeeb Road, Ann Arbor, MI 48106-1346, 1-800-521-0600,
to whom the author has granted “the right to reproduce and sell (a) copies of the manuscript in microform
and/or (b) printed copies of the manuscript made from microform.”

Signature

Date





University of Washington

Abstract

Measuring and Modeling Networks of Human Social Behavior

Daniel Mark Wyatt
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Associate Professor Jeff Bilmes

Department of Electrical Engineering

Assistant Professor Tanzeem Choudhury
Department of Computer Science, Dartmouth College

New technologies have made it possible to easily collect information about social networks as they are acted

and observed “in the wild,” instead of as they are reported aer-the-fact in surveys. is unprecedented access

to social behavior data—data that captures the observable actions of multiple people as they interact with one

another—provides opportunities to address many new research questions: How does local behavior relate to

the global structure of the social network? How does a social network change over time? How can meaningful

information be extracted from raw, recordable data? And how can all of this be done while protecting privacy?

With the goal of answering those questions, this dissertation presents new methods for measuring and

modeling social networks derived from automatically recorded behavioral data. ese techniques are pre-

sented in three parts.

First, new methods that use privacy-sensitive audio data to automatically ĕnd colocated people, determine

who is conversation with whom, and detect who speaks when and how (pitch, rate, etc.) are presented. e

use of these methods to gather a data set capturing a year’s worth (426 person-hours) of real-world face-to-face

conversations within a subject population of 24 graduate students is then recounted.

Second, two new extensions to exponential random graph models are proposed. ese extensions exploit

the richness of social behavior data and enable the new models to: (i) recover latent networks where hidden

social relationships are observable only through noisy behavior data, and (ii) discover long range, high level

properties of evolving social networks using time-inhomogeneous models.

ird, an inĘuence mixture model is proposed that quantiĕes the amount of inĘuence each person in a

multi-person interaction exerts on the all of others. is measured inĘuence is found to correlate positively

with a person’s centrality in her social network.
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Chapter 1

Introduction

It is worth beginning at the beginning, with one of the foundational essays on social network analysis. In his

1940 presidential address to the Royal Anthropological Society, Alfred Radcliffe-Brown described his vision

for future research:

If we set out to study, for example, the aboriginal inhabitants of a part of Australia, we ĕnd a certain

number of individual human beings in a certain natural environment. We can observe the acts

of behaviour of these individuals, including, of course, their acts of speech... Direct observation

does reveal to us that these human beings are connected by a complex network of social relations.

I use the term “social structure” to denote this network of actually existing relations. It is this that

I regard it as my business to study. (Radcliffe-Brown, 1940)

is quotation contains two ideas that motivate the work presented here. e ĕrst is that social networks

are worthwhile objects of study. at point has hopefully been demonstrated by much of the research done on

social networks in the last half-century. Various network analyses have led to new insights into the diffusion of

ideas (Valente, 1996), the spread of disease (Klovdahl, 1985), the adoption of new behaviors (such as smoking,

Ennett and Bauman, 1993), disparities in economic status (Lin, 1999), and even changes in a person’s physical

and mental health (Smith and Christakis, 2008).

e second idea from Radcliffe-Brown that motivates this work is his assertion that social networks are

empirically measurable via social behavior: the observable actions of two or more interacting people. is

Parts of this chapter were previously published in (Wyatt, Choudhury, Bilmes and Kautz, 2007), (Wyatt, Choudhury and Kautz,
2007), (Wyatt, Choudhury and Bilmes, 2007), (Wyatt, Choudhury, Bilmes and Kitts, 2008), (Wyatt, Choudhury and Bilmes, 2008),
(Wyatt, 2009) and (Wyatt et al., 2010).
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measurability makes possible the empirical and quantitative analysis of social networks and brings them (in

Radcliffe-Brown’s estimation) into the domain of the natural sciences.

Our ability to observe social networks, however, has not been as powerful as ĕrst imagined. e ethno-

graphic “direct observation” approach suggested by Radcliffe-Brown is too laborious to employ for even mod-

erate sized groups. Consequently, social network research has generally relied on data collected via surveys

instead of direct observation. Oen these surveys ask subjects to recall their previous social interactions (e.g.

Lazega and van Duijn, 1997). But when self-reports of recalled interactions are compared to independent ob-

servations, the reliability of subjects’ answers has been found to be shockingly poor (Killworth and Bernard,

1976; Bernard and Killworth, 1977; Killworth and Bernard, 1979; Bernard et al., 1980, 1982). One early study

came to the dire conclusion that “people do not know, with any accuracy, those with whom they communi-

cate” (Bernard and Killworth, 1977). Later studies found that durable, long-term patterns of communication

are reliably reported, but moment-to-moment social interactions are not (Freeman et al., 1987). More trou-

bling for research into network structure, individuals have been found to “ĕll in” non-existent interactions

if they would increase the transitivity of the network (Freeman, 1992). Faced with these doubts about their

data, some researchers lamented that “unfortunately, most naturally occurring interactive behavior (the stuff

of which networks are built) is neither observable nor conveniently recorded in some automated fashion”

(Killworth and Bernard, 1979).

at statement is no longer true.

1.1 Measuring Social Behavior

New technologies have made it possible to easily collect information about social behavior as it is enacted,

instead of as it is recalled aer-the-fact. Phone calls, text messages, emails, instant messages, on-line chat

sessions, social media posts, and any other kind of electronically mediated communication can all be auto-

matically recorded for large groups of people, over long periods of time. Advances in wearable sensors and

ubiquitous computing have even made it possible to automatically record face-to-face conversations. Portable

audio recording devices have grown in capacity while becoming smaller, cheaper, andmore powerful. It is now

possible to record all of the spontaneous, real-world speech for an entire group of people for a long period of

time. ese new recording methods ĕnally provide the “direct observation” of social behavior—even of “acts

of speech”—desired by Radcliffe-Brown.
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1.1.1 Situated Speech Data

e automated recording of real-world speech remains important because, despite the rise in on-line interac-

tions, face-to-face communication is still people’s primary mode of social interaction (Baym et al., 2004). A

corpus containing the “acts of speech” of a subject population would provide information about perhaps an

equivalently “primary” expression of their social network.

Such data would also be unlike any other speech data previously recorded. It would capture truly spon-

taneous speech that arises in situ as people enact their actual, lived relationships. For that reason, we refer to

such data as situated speech data—data that is gathered “in the wild”—to contrast it with other speech data

recorded in constrained or contrived settings.

Of course, obstacles to gathering situated spontaneous speech still remain, and perhaps no other obstacle

is as prominent as privacy. To collect data that captures truly natural interactions while providing a full picture

of a social network, people must be recorded as they freely go about their lives. Requiring such unconstrained

recording gives rise to two problems. First, uninvolved parties could be recorded without their consent—a

scenario that, if raw audio is involved, is always unethical and oen illegal. Second, people may change their

behavior if they know they are being recorded. For both of those reasons, a level of privacy must be main-

tained. Ideally, a privacy-sensitive recording technique will process incoming audio in order to discard any

information deemed too invasive while still preserving data useful for sociological inquiry. (One such method

is described in Chapter 3.)

is necessity to discard audio information illuminates what is perhaps a fundamental trade-off between

quantity and quality when automatically recording “direct observations” of social behavior. Subjects are un-

likely to consent to large-scale, unrestricted recording of their behavior. In order to gather enough data to

reliably observe an entire network (perhaps over a long period of time) some potentially useful information

must be destroyed.

1.1.2 Measurement Error

at trade-off between the quality of data collected—how rich and detailed it is—and the quantity is also an

expression of the fact that with any new measurement method there come new sources of measurement error.

Situated speech data, and social behavior data in general, present both new challenges and opportunities with

regard to measurement error.

First, as mentioned above, subjects may change their behavior if they know they are being observed. at

is true for any method of data collection, but it may be present in varying degrees depending on the method.

Determining exactly how and how much behavior changes according to the observation method is ultimately

an unanswerable question—there is no way to collect completely reliable data free of this observer effect. In
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this respect, one source of error remains unchanged from survey to behavior data.

Second, despite researchers’ desire for “direct” observations of behavior uncontaminated by poor recall,

automated collection methods still introduce their own errors: sensors fail, their raw measurements are noisy,

and the inference algorithms for obtaining interpretable data from these noisy observations are imperfect.

at said, since the measurement mechanism is automated and the result of a constrained and hopefully re-

producible process, there is the possibility of quantifying this source of error much more precisely than could

be done for the highly idiosyncratic and variable error caused by subject’s poor recall. (Indeed, such quantiĕ-

cations will be presented in Chapter 2.)

1.2 Modeling Social Behavior

Newly available social behavior data is different from traditional, survey-based social network data in two

important ways. First, behavior data is very ĕne-grained. We no longer have just a single bit of information

about whether a relationship exists. Instead, we can observe exactly how that relationship is enacted: the

duration and frequency of interaction, the locations and times of interactions, the words spoken or written,

and, in the case of speech data, non-linguistic aspects like pitch and volume. A second novel aspect of behavior

data is that it is naturally longitudinal. Behavior will obviously play out over time, and the longer it can be

recorded the more information can be gathered about the temporal evolution of the network.

Unsurprisingly, most existing social network analysis techniques have been developed around the con-

strained types of survey data currently available. at data usually contains a single static snapshot of the ties

that exist in a network with no information about the behavior that manifests itself along those ties. e corre-

sponding methods of analysis are thus concerned solely with the global structure of the network, and not the

local behavior within that structure.

ere are existing methods for modeling social behavior, but those typically rise only to the level of the

dyad (Pentland, 2007) or small interacting group (Gibson, 2005). On the few occasions that entire groups are

modeled jointly (McCallum et al., 2007; Eagle et al., 2009), it is only to examine the immediate social context of

each person and not the social network that spans the entire group. In general, behaviormodeling is concerned

with only the local behavior around one person, and not the global social structure within which that behavior

occurs.

Social behavior data provides an entirely new view of both local, individual behavior and global social

structure. New methods are needed to exploit the richness of this data. Network modeling methods can

be extended “downward” to include more behavior data, and behavior models can be extended “upward” to

include network information.

Bringing the two together will provide opportunities to address many new research questions: How do
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global structural properties of the social network relate to the local behavior that comprises the network ties?

For example, how does our network position affect how we behave and how others behave toward us? Do

we interact differently within our close relationships? Does a person change her behavior depending on the

network position of those with whom she interacts? Do clusters of behavior correspond to sub-groups within

the social network, or to types of relationships between people? Canbehavior be used to predict social position?

Can network structure be used to predict how two people will interact?

And of course, since behavioral data is naturally longitudinal, questions about network formation and

evolution can be addressed: How do changes in behavior relate to changes in the network structure? Can

behavior predict which social ties will form, persist, or dissolve? Do properties of the network—its density, or

tendency towards transitivity—change over time, or remain relatively constant?

1.3 Outline

e work presented in this thesis represents a small effort at answering some of these questions and addressing

some of the challenges involved.

e remainder of this chapter provides an overview of the three areas common to all subsequent chapters:

social networks, exponential families, and graphical models. It also describes the notation and terminology

used throughout the rest of the paper.

Chapters 2 and 3 then cover the automatedmeasurement of face-to-face conversations. Chapter 2 discusses

basic methods for discovering physically colocated and conversing people from audio data that has been de-

structively pre-processed to protect privacy. Chapter 3 covers the University of Washington Spoken Networks

project: a year-long effort that collected a corpus of such privacy-sensitive. Chapter 3 also explores some basic

properties of the social network and behavior found in the data using the methods of chapter 2.

Chapters 4 and 5 concern newmethods formodeling networks of social behavior and cover the application

of these models to the conversation data of chapter 3. Chapter 4 discusses several extensions to one speciĕc

method for social network analysis (exponential randomgraphmodels) to enable them to exploit rich behavior

data. Chapter 5 presents two methods—one simple, one not—for modeling the change observed in a person’s

behavior with different conversational partners and the relationship of that change to her network position.

Finally, chapter 6 presents concluding remarks and ideas for future work.

1.4 Background

is section provides introductions to general modeling techniques and notation that are common to the rest

of the paper. Since later chapters cover many different measuring and modeling techniques, each with its own
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history in the literature, discussion of more speciĕc related works is deferred until the relevant chapter.

1.4.1 Notation and Terminology

First come the minutiae of notation. Random variables are written in uppercase with a calligraphic font Y

and will be bold if they are multivariate Y. Similarly, vectors are bold lowercase plain y and matrices are bold

uppercase plain Y. Scalars are medium weight italic y as are scalar components of vectors yi and matrices yij .

Bold vectors with subscripts are used to indicate a subset c of the components of the vector, either realized yc

or as random variables Yc. e components of the vector not selected by c are denoted y\c. If a subset of the

components of y are to have their values changed to those found in another vector y′, that will denoted as

(y′
c ∪ y\c).

Probabilities are written as p(Y = y|θ) where θ are learnable parameters. e usual shorthand of replacing

p(Y = y|θ) with p(y|θ) will be employed when there is no ambiguity.

Generally, a distributionwill be speciĕed as a function of both data, y, and parametersθ: p(y|θ) = g(y, θ).

A speciĕc form of g will be called amodel. Amodel together with a speciĕc value of θ deĕne a distribution over

Y. us, a model alone deĕnes a family of distributions indexed by θ. Constraints may be placed on the form

of g (e.g. allowing only log-linear functions), and those constraints will then deĕne a class of distributions Ƭ.

1.4.2 Graphs and Social Networks

A graph G = (V, E) consists of a set of nodes (or vertices) V and a set E of edges. If the graph is directed, E

contains ordered pairs (i, j) ∈ V × V where i ̸= j. If the graph is undirected, the pairs in E are unordered.

Let n = |V | denote the size of the graph. e dyads D = {{i, j}|i, j ∈ V ∧ i ̸= j} of the graph are all(
n
2
)
unordered pairs of unique vertices. For a directed graph, there are two potential edges per dyad, while an

undirected graph has only one potential edge per dyad. Figure 1.1 shows a simple network of 6 undirected ties

between 5 nodes.

A graph can be written as an adjacency matrix Y where component Yij corresponds to edge (i, j). For

a binary graph (one in which edges either exist or do not) Yij = 1 if edge (i, j) appears in the graph and

Yij = 0 if (i, j) is not in the graph. When used in contexts requiring a vector, Y is implicitly transformed

into the vector y = (Y11, Y12, . . . Y1n, Y21, Y22, . . . Y2n, . . . Yn1, . . . Ynn)T. For undirected graphs, Y can be

considered to be symmetric, though only its upper triangle Yij : i < j will be used.

A subgraph of G is a set of nodes V ′ ⊆ V and edges E′ ⊆ E where (i, j) ∈ E′ ⇐⇒ (i, j) ∈ E. Similarly,

the adjacency matrix for a subgraph is the block of components Yij from Y where i, j ∈ V ′. It is sometimes

¹e class is perhaps more precisely a class of families, but “class of distributions” seems to be the more common term
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Figure 1.1: A simple network between 5 nodes.

easier to denote a subgraph by its set of possible edges than its set of nodes. For example, {(i, j), (j, k), (i, k)}

denotes the potential triangle between nodes i, j, and k.

When used to describe a social network, the nodes of a graph correspond (usually) to people and the

edges correspond to some relationship between people. For a social network, edges are oen called ties and

the nodes are referred to as actors. To avoid confusion with graphs that do not represent people and their

relationships, this paperwill (attempt to!) use the terms network, actor, and tie when referring to social network

graphs—graphs where the nodes are people and the ties are interpersonal relationships.

1.4.3 Exponential Families

e class of exponential families are those models whose densities can be written in the form

p(Y = y|θ) = h(y) 1
Z(θ)

eη(θ)Tf(y) (1.1)

Y are the random variables being modeled with domain Y. Observed data is of the form Y = y and f(y) :

Y → F , F ⊆ Rp, is a deterministic function of statistics (or features) of the data. θ ∈ Θ, Θ ⊆ Rq , are the

parameters of the model that are to be learned and η(θ) : Θ → H , H ⊆ Rp, is a function that transforms the

parameter.

Z(θ) =
∫

y∈Y

h(y)eη(θ)Tf(y) dν(y) (1.2)

is the normalizing constant, or partition function, that ensures that the distribution properly sums to one. ν(y)

is a dominating measure (i.e. ∀y ν(y) = 0 → eη(θ)Tf(y) = 0) which can ensure that (1.2) is ĕnite. h(y) is

an additional adjustment to ν (which also sometimes helps to ensure normalization e.g.
(

n
k

)
for a binomial

distribution with n trials and k successes). h can be incorporated into a modiĕed version of ν (Kass and

Vos, 1997, Ch. 2) and thus be omitted (which it will be, for the rest of this paper). Additionally, all models
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considered in this paper have ĕnite, discreteYwith ν as a simple countingmeasure. us it too will be omitted

for clarity.

If neither f(y) nor η(θ) have any linear dependencies in their components then the family isminimal. e

natural parameter space G ⊆ Rp is deĕned as that containing all points η such that (1.2) is ĕnite. If the family

is minimal, and q = p and H = G then the family is full. If the family is full and if G is open then the family

is regular (Brown, 1986, Ch. 1).

Most applied models in the machine learning and social networks literature are parameterized directly

in natural parameter space. Additionally, many of them model a Y that is discrete and ĕnite. With those

assumptions, (1.1) simpliĕes to the more well-used form

p(y|η) = 1
Z(η)

eηTf(y) (1.3)

Z(η) =
∑
y∈Y

eηTf(y) (1.4)

e log-likelihood of (1.3) is then

L(η|y) = ηTf(y) − log Z(η) (1.5)

which has ĕrst and second derivatives

∂

∂η
L(η|y) = f(y) − E

y

[
f(y)

∣∣η] (1.6)

∂2

∂η2 L(η
∣∣y) = − Cov

y

[
f(y)

∣∣η] (1.7)

Note that since (1.4) is a ĕnite sum its value is ĕnite for any ĕnite parameter value ηi ∈ (−∞, ∞). us

Θ = H = G = Rp and the family is regular. e covariance matrix in (1.7) is also the Fisher information

I(η) = Ey

[
∂2

∂η2 L(η
∣∣y)
]
. If the family isminimal then there is a single, uniquemaximum likelihood estimate,

or MLE (Brown, 1986, Ch. 1):

η̂ = argmax
η

L(η|y) (1.8)

Since a covariance matrix is always positive semideĕnite, the log-likelihood is convex and η̂ can (in theory) be

found using gradient-based optimization methods.

In addition to the natural parameter space, it is useful to consider the feature space or mean-value space.

e feature space is also of dimension p but is deĕned by F , the image of f(Y), rather than H . Every point in

natural parameter space has a one-to-one mapping to a point in the interior of the convex hull of F in feature

space. Using that mapping, any regular exponential family can be parameterized either through its natural

parameterization or its mean-value parameterization (Barndorff-Nielsen, 1978, Ch. 8). e derivative of the

log partition function deĕnes the mapping from natural parameter space to mean-value space, as seen in (1.6).
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If the observed features are not in the interior of the convex hull of A then the naturally parameterized

MLE does not exist (Barndorff-Nielsen, 1978, Ch. 9). In practice, this is a problem for points that lie on the

boundary of the convex hull of A. Unfortunately, that can be the case for discrete and ĕnite Y (Brown, 1986,

Ch. 5). Intuitively, that means that the natural parameter MLE does not exist for any data that has an extreme

value for some feature fi(y). For example, ĕtting a binomial to observed data containing only successes entails

a mean-value parameter of 1 but a natural parameter of ∞.

e mean-value parameters are easy to interpret: they are the expected feature values for the distribution.

e natural parameters also lend themselves to very straight-forward interpretation: ηi is the log-odds of a unit

increase in fi(y), if all other features are held equal. As such, the absolute value of a parameter is the effect

size of that feature—how important it is to the data—and the sign of the parameter shows whether increases

in the feature make the data more (positive parameter value) or less (negative parameter) likely.

Standard asymptotic theory (Lehmann and Casella, 1998, Ch. 6) holds that the sampling distribution of η̂

is asymptotically normally distributed with a mean equal to the “true” parameters η∗ and covariance equal to

the inverse of the Fisher information, scaled by the sample size N :

η̂ → N

(
η∗,

1
N

I−1(η∗)
)

(1.9)

at fact can be used to test whether learned parameters are signiĕcantly different from zero and thus whether

any of the features being used have statistically signiĕcant effects in the data.

Linear Parameter Constraints

Frequently, different components of f(y) compute the same statistic but from different subsets of y. For ex-

ample, imagine that y is a sequence of real numbers and we wish to model the probability that adjacent com-

ponents of y take the same sign. e same feature is computed for all adjacent pairs yi and yi+1: fi(y) =

1[sgn(yi)=sgn(yi+1)]. If the distribution is assumed to be homogeneous (implying that any adjacent components

are equally as likely or unlikely to have the same sign, regardless of their position in the vector), then there will

be only one parameter that is shared (or tied) across all components of f(y).

Tying parameters so that theymust be equal is a special case of putting a linear constraint on the parameters.

In that case

η(θ) = Aθ (1.10)

where A is a p × q matrix with aij = 1 if the i-th feature is to get the j-th parameter and aij = 0 otherwise.

is constrains Θ to a hyperplane of dimension q within G and the family is thus no longer full.
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However, the constraint also entails that (1.1) can be re-written as

p(y|θ) = 1
Z(θ)

e(Aθ)Tf(y) (1.11)

= 1
Z(θ)

eθTATf(y) (1.12)

Which shows that we can then deĕne a new feature function f ′(y) = ATf(y) which reduces the number of

features from p to q (replacing indicators with counts, in the above example) and allows the entire model to

be written in the same form as (1.3). e rewritten model is once again full (if it is minimal) and if Θ is open

than it has all the desirable properties of a regular family: a convex log-likelihood and unique MLE.

Clearly, A can contain values other than just ones and zeros to encode linear parameter constraints beyond

simple equality.

Curved Exponential Families

If η(θ) is a non-linear function and q < p, then (with some regularity conditions) H is a q-dimensional curved

manifold in G. For that reason, Efron (1975) calls such distributions curved exponential families.

e distribution deĕned by a curved exponential family for a ĕnite and discrete Y is

p(y|θ) = 1
Z(θ)

eη(θ)Tf(y) (1.13)

Z(θ) =
∑
y∈Y

eη(θ)Tf(y) (1.14)

e log-likelihood, gradient, and Hessian for a curved exponential family are

L(θ|y) = η(θ)Tf(y) − log Z(θ) (1.15)

∂

∂θ
L(θ|y) = ∇η(θ)T

(
f(y) − E

y

[
f(y)

∣∣θ]) (1.16)

∂2

∂θ2 L(θ|y) = B − ∇η(θ)T Cov
y

[
f(y)

∣∣θ]∇η(θ) (1.17)

where ∇η(θ) , ∂
∂θ η(θ) is the p × q Jacobian of η(θ), and Bij =

(
∂2

∂θj∂θi
η(θ)

)T(
f(y) − Ey [f(y) | θ]

)
Under certain regularity conditions, the map from θ to η(θ) is an embedding (Kass and Vos, 1997, Ch. 2).

For that reason, call Θ ⊆ Rq the embedded parameter space.

By deĕnition, a curved exponential family is no longer a full family. As a consequence, multiple values in

feature space will map to the same value in the embedded parameter space. Speciĕcally, all values of y with

(1.16) equal to 0 will have the same MLE θ̂. (Kass and Vos call that set of y values the auxiliary space of θ̂.)

at is useful, however, for models in danger of being overparameterized and thus having e.g. some fi = 0 for

many data sets. f would then lie on the boundary of the convex hull of F . So while the unconstrained MLE

does not exist in natural parameter space, the constrained MLE does exist in the embedded parameter space.
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e term to the right of the minus in (1.17) is the Fisher information I(θ). Unlike (1.5), (1.15) is not, in

general, convex. e asymptotic normality of theMLE in (1.9) still holds for a curved exponential family (Kass

and Vos, 1997, Ch. 2).

1.4.4 Graphical Models of Exponential Families

Distributions in the form of (1.1) can clearly be represented as a product of a set of factors:

p(y|θ) = 1
Z(θ)

∏
c∈C

eηc(θ)fc(yc) (1.18)

Frequently, a factorized feature function fc involves only a subset Yc of the variables in Y (as expressed in

(1.18)). When that is the case, the factorization entails a set of conditional independence assumptions about the

distribution. ose assumptions can be encoded by a graphical model (Lauritzen, 1996; Koller and Friedman,

2009). A graphical model is a graph with one node for each variable in the distribution, and with edges that

express the absence of conditional independencies between variables. e edges may be either undirected or

directed, leading to different descriptions of the family being encoded.

Undirected Graphical Models

In an undirected graphical model, two variables are conditionally independent, given all other variables, if

there is no edge between them. Formally, let ne(Yi) denote the neighbors of Yi in the graphical model. ne(Yi)

is theMarkov blanket of Yi and Yi is conditionally independent of all other variables given its Markov blanket.

An undirected graphical model can be constructed from a factorized distribution by adding a clique to the

graph for each factor. e joint distribution deĕned by the graphical model can then be expressed as (1.18)

where C is a set of cliques in the graph and Yc are the variables in clique c.

Factor Graphs e combination of cliques induced by a set of factors can produce an undirected graphical

model that ultimately has larger cliques than those explicitly deĕned via the factors. In other words, the factor

cliques are not necessarily maximal with respect to the implied dependency graph. A consequence of this is

that the dependency graph alone does not provide enough information to reconstruct the factorization present

in the original model. To remedy that, the model can be also be represented with a bipartite factor graph. One

set of nodes in the factor graph are the same variable nodes as in an undirected model. e other set of nodes

are factor nodes, one per explicitly deĕned factor. ere are edges between a variable node and the nodes for all

factors in which the variable appears. e factor graph thus preserves the “visibility” of the explicit factors and

can aid in the representation of different models whose undirected graphical representations may otherwise

be identical.
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Directed Graphical Models

e joint distribution deĕned by a directed graphical model is

p(y|θ) =
∏

i

p(Yi = yi|pa(Yi) = ypa(i)) (1.19)

where pa(Yi) are the parents ofYi in the graph: nodes with a directed edge to the node forYi. ypa(i) denotes the

values of pa(Yi) in y. e graphmust be acyclic. e parameters θ are now the parameters of fully normalized

conditional distributions deĕned for each child-and-parents set {Yi, pa(Yi)}.

e distribution deĕned by a directed graphical model and its parameters may be transformed into a dis-

tribution deĕned by an undirected model (and its parameters) by creating a clique c = {Yi ∪ pa(Yi)} for

all Yi. e new clique now has edges between all pa(Yi) and so the operation is referred to as “marrying the

parents” or moralizing the graph. η(θ) and fc(yc) must then be arranged so that the factor for the clique has

value p(Yi|pa(Yi)). For example, ηck
(θ) = log p(Yi = x|pa(Yi) = z) and fck

(yc) = 1[yi=x∧pa(Yi)=z] with

k indexing all possible assignments of Yi and pa(Yi) (assuming all variables are discrete). Note though, that

this representation is not a minimal family since
∑

x p(Yi = x|ypa(i)) must equal 1. However, because of that

constraint the local factor values are fully normalized conditional distributions, and the partition function is

equal to 1.

1.4.5 Learning Parameters from Data

Most general exponential family models do not have an analytic solution for ĕnding the θ̂ that maximizes

(1.1) so iterative methods must be used. Even then, because of the intractability of Z(θ), exact calculations of

the log-likelihood, gradient, and Hessian are not feasible. A number of approximation techniques have been

developed for this problem, but this paper only considers the two that are used most oen for exponential

family models of social networks: maximum pseudolikelihood estimation, and Markov Chain Monte Carlo

approximations of the log-likelihood’s gradient.

Maximum Pseudolikelihood Estimation

Besag (1975) introducedmaximumpseudolikelihood estimation in the context of lattice-structured undirected

graphical models applied to spatial data. It can easily be applied to most distributions of the form of (1.1),

particularly when the variables are ĕnite and discrete.
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e pseudo-loglikelihood is deĕned as

PL(θ|y) =
∑

i

log p(Yi = yi|y\i) (1.20)

=
∑

i

η(θ)Tf(y) − log
∑

y′
i
∈yi

eη(θ)Tf(y′
i∪ y\i) (1.21)

with gradient

∂

∂θ
PL(θ|y) = ∇η(θ)T

(∑
i

f(y) − E
y′

i

[
f(y′

i ∪ y\i)
∣∣y\i

])
(1.22)

Z(θ) has conveniently cancelled out and the complexity of (1.21) is O(N) compared to O(2N ) for (1.4). e

maximum pseudolikelihood estimate, or MPLE, θ̃ = argmaxθ PL(θ|y), can thus be tractably found. In

models where all Yi are marginally independent and p(Yi|y\i) = p(Yi) the MPLE is equal to the MLE.

Markov Chain Monte Carlo Approximations

While the expectation required for (1.6) or (1.16) is intractable, it could be approximated with samples drawn

from p(Y|θ). Unfortunately, sampling from themodel distribution is also almost always intractable. However,

we can use a Metropolis-Hastings scheme (Hastings, 1970; Robert and Casella, 2004, ch. 7) to construct a

Markov chain that has p(Y|θ) as its stationary distribution.

A Metropolis-Hastings chain requires a proposal distribution q(Y = y′|y) that is easier to sample from

than p(Y|θ). Assuming that the chain is at some state y, it proceeds by drawing a y′ from q(Y = y′|y). en,

with probability A(y, y′), y′ is either accepted as the next state in the chain or rejected, in which case the

current y is retained as the next state.

e probability of accepting y′ is

A(y, y′) = min
(

1,
p(y′|θ)q(y|y′)
p(y|θ)q(y′|y)

)
(1.23)

= min

(
1,

eη(θ)Tf(y′)q(y|y′)
eη(θ)Tf(y)q(y′|y)

)
(1.24)

log A(y, y′) = min
(

0, η(θ)T [f(y′) − f(y)] + log q(y|y′)
q(y′|y)

)
(1.25)

Again, Z(θ) has cancelled out leaving a computable quantity. Furthermore, for some features the difference

in (1.25) can oen be computed very quickly, particularly if q only changes a few components of y.

Using samples y1, . . . , yM drawn from this chain, the expectation required for the gradient can be ap-

proximated as

E
y

[f(y)] ≈ 1
M

∑
i

f(yi) (1.26)
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Gibbs Sampling A special case of Metropolis-Hastings is Gibbs sampling. In Gibbs sampling the proposal

distribution modiĕes only a subset of all the variables and that subset is drawn from its true conditional dis-

tribution:

q
(
y′

i ∪ y\i

∣∣y) = p(Yi = y′
i|y\i) (1.27)

e acceptance ratio will always be 1

A(y, y′
i ∪ y\i) =

p(y′
i ∪ y\i)p(yi|y\i)

p(yi ∪ y\i)p(y′
i|y\i)

(1.28)

=
p(y′

i|y\i)p(y\i)p(yi|y\i)
p(yi|y\i)p(y\i)p(y′

i|y\i)
(1.29)

and the sampling process is considerably simpliĕed. Typically only a single variable is modiĕed (yi would be

yi). Clearly, any methods developed for pseudolikelihood computation can be easily repurposed for Gibbs

sampling. Gibbs sampling is also well suited to inference in directed graphical models since their local factors

are already speciĕed in exactly the form needed for (1.28).

MCMC MLE and Importance Reweighting Geyer and ompson (1992) were the ĕrst to propose an algo-

rithm for general exponential family maximum likelihood estimation using (1.26). ey showed that while

the log-likelihood value at any θ cannot be easily approximated, the change in log-likelihood can:

L(θ|y) − L(θ′|y) =
[
η(θ) − η(θ′)

]Tf(y) − log Z(θ′)
Z(θ)

(1.30)

with

Z(θ′)
Z(θ)

=
∑
y∈Y

1
Z(θ)

eη(θ)Tf(y)e[η(θ′)−η(θ)]Tf(y) (1.31)

= E
y

[
e[η(θ′)−η(θ)]Tf(y)∣∣θ] (1.32)

≈ 1
M

∑
i

e[η(θ′)−η(θ)]Tf(yi) with y1, . . . , yM ∼ p(Y|θ) (1.33)

Since (1.30) will attain its maximum at the same point as (1.15) it can be used, together with a similar approx-

imation of (1.16) and (1.17), to approximately optimize (1.15) with any iterative, gradient-based approach.

However, gathering samples from a Markov chain during every step of an iterative optimization procedure

is very computationally expensive. Geyer and ompson suggest using importance sampling (Robert and

Casella, 2004, Ch. 3) to reweight already collected samples, allowing them to be reused for many gradient
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steps:

E
y

[
f(y)|θ′] = E

y

[
p(y|θ′)
p(y|θ)

f(y)
∣∣∣θ] (1.34)

=
∑
y∈Y

Z(θ)
Z(θ′)

e[η(θ′)−η(θ)]Tf(y)f(y) (1.35)

≈
∑M

i=1 e[η(θ′)−η(θ)]Tf(yi)f(yi)∑M
j=1 e[η(θ′)−η(θ)]Tf(yj)

(1.36)

=
M∑

i=1

(
e[η(θ′)−η(θ)]Tf(yi)∑M

j=1 e[η(θ′)−η(θ)]Tf(yj)

)
f(yi) with y1 . . . yM ∼ p(Y|θ) (1.37)

By reweighting samples according to (1.37), the gradient (and Hessian) at any point θ′ can be approximated

with samples drawn at another point θ. e approximation deteriorates as θ′ and θ get farther apart, so imple-

mentations oen take a limited number of steps, or penalize steps too far from θ. Aer converging, another

sample is taken and the process repeats. e resulting parameters are called the Markov chain Monte Carlo

maximum likelihood estimate, or MCMC MLE.
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Chapter 2

Privacy-Sensitive Conversation Modeling

When collecting situated conversation data it is necessary to protect the privacy of not just people who will-

ingly consent to wear a recording device, but also of those who may happen to come within range of one the

microphones. For that, we require some destructive processing of the audio that yields a feature set that does

not allow us to reconstruct intelligible speech or infer the identities of anyone not wearing a device. A further

constraint on the feature set is that all featuresmust be computed in real-timewithin the limited computational

resources of a wearable device—no raw audio should ever be stored, even temporarily.

At the same time, the featuresmust still contain enough information to allow conversations to be found and

meaningful inferences made about those conversations. Fortunately, the non-linguistic aspects of a conversa-

tion—who speaks when and for how long, how loud, and at what pitch—still allow for many useful analyses.

Interruptions and speaking time reveal information about status and dominance (Hawkins, 1991). Speaking

rate reveals information about a speaker’s level of mental activity (Hurlburt et al., 2002). Energy (loudness) can

reveal a person or group’s interest in the conversation (Gatica-Perez et al., 2005). Pitch alone has a long history

as a fundamental feature for inferring emotion (Dellaert et al., 1996), and energy and duration of voiced and

unvoiced regions are also informative emotional features (Schuller et al., 2004).

is chapter presents a set of useful privacy-sensitive features that can be extracted from an audio stream

in real-time (Section 2.1), along with methods for using those features to automatically determine who is in

conversation with whom (Section 2.2) and how people are speaking in the conversation (Section 2.3).

Parts of this chapter were previously published in (Wyatt, Choudhury, Bilmes and Kautz, 2007), (Wyatt, Choudhury and Kautz,
2007), and (Wyatt, Choudhury and Bilmes, 2007).
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Figure 2.1: Conceptual schematic of the source-filter model.

Related Work To the best of our knowledge, prior to this research, there were only two existing methods

for ĕnding conversations in separately recorded streams of audio. e method proposed by Corman and Scott

(1994) computes normalized cross-correlation between raw audio signals and concludes that two people are

in a conversation if their correlation coefficients are above a threshold estimated from labeled data. Obviously,

using raw audio does not protect privacy, but a privacy-sensitive variant of their method is considered below.

Similarly, the method proposed by Basu (2002) computes the mutual information between binary signals that

represent voiced/unvoiced speech and places two people in a conversation if their mutual information is above

a pre-speciĕed threshold. is work extends Basu’s method in three important ways: (i) to handle multiper-

son conversation detection (not just dyadic), (ii) to operate at a ĕner time granularity while still producing a

“smooth” inference over time, and (iii) to learn its threshold in an unsupervised manner.

2.1 Privacy-Sensitive Features

Following Basu, the approach we take to extracting non-linguistic speech information is founded on the ability

to detect voiced human speech. A basic model for the production of human speech is the source-ĕlter model

(Quatieri, 2001) shown in Figure 2.1. As its name suggests, the source-ĕlter model posits two independent

components at work in the production of speech: (1) a source sound that is generated in the glottis and then

passed through (2) the ĕlter, provided by the vocal tract, that shapes the spectrum of the source.

e source can be voiced or unvoiced. If it is voiced, the vocal cords are vibrating at what is called the

fundamental frequency, or F0, which is the pitch at which the person is speaking. A true sequence of speech

will alternate rapidly between voiced and unvoiced segments. Prosodic features of speech—intonation, stress,

duration—are described by how the fundamental frequency and energy (volume) change during speech.

e source sound is shaped into words by changing the shape of the vocal tract. It is the frequency re-

sponse of the vocal tract, particularly the resonant peaks known as formants, that contains information about

the phonemes that are the constituent parts of spoken words. Any processing of the audio that removes in-
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formation about the formants will ensure that intelligible speech can not be synthesized from the information

that remains.

us, to ĕnd conversations and retain information about how people are speaking, we save information

about the source while discarding (almost) all information about the ĕlter.

e ĕrst step in that process is ĕnding voiced speech. Figure 2.2(a) shows the spectrogram for a male voice

saying the phrase “University of Washington Spoken Networks.” In a spectrogram, time runs along the x-axis

and frequencies increase along the y-axis; color indicates energy at a given frequency (Solzhenitsyn, 1968). In

this example all of the phonemes are voiced except those for “s,” “t,” “sh,” “p,” and “k.” e strong harmonics

are indicators of voiced speech and we take advantage of that harmonicity to ĕnd segments of voiced speech.

ree features that have been shown to be useful for robustly detecting voiced speech under varying noise

conditions are: (1) non-initial maximum autocorrelation peak, (2) the total number of autocorrelation peaks

and (3) relative spectral entropy (Basu, 2002). To provide an intuition for the the ĕrst two features, Figure 2.2(b)

shows the autocorrelogram for the example phrase. As in the spectrogram, time runs along the x-axis. e

y-axis shows increasing lags at which the autocorrelation is computed, and colors show the value of the auto-

correlation. e voiced segments show fewer, stronger peaks.

All 3 features are shown in Figure 2.2(c). During voiced segments, the number of autocorrelation peaks

drops, while the maximum autocorrelation value and relative spectral entropy rise.

e harmonicity in the spectrogram shows that voiced speech has a low spectral entropy, compared to non-

voiced regions. However, in many environments there can be noise centered strongly at a speciĕc frequency.

Figure 2.2(a) shows two possible examples of such noise: a low frequency hum (from 300 to 500 Hz) that may

be an air conditioner, and a sharp high frequency noise (around 6400 Hz) that is probably a computer fan or

hard drive. Such narrow spectrum noise will lower the general environmental spectral entropy. e relative

spectral entropy is the relative entropy (also known asKullback-Leibler divergence, see Equation (2.1)) between

an instantaneous normalized spectrum and themean normalized spectrum for amuch longer window of time.

Relative spectral entropy captures the quick change in entropy caused by short segments of voiced speechwhile

smoothing away any environmental reductions in entropy. Additionally, narrow spectrumnoise can also create

strong autocorrelation peaks. Fortunately, in settings where conversations can comfortable occur, such noise is

usually low energy (compared to voiced speech) and its autocorrelation can be disrupted by adding low energy

white noise to the signal.

e precise procedure for computing features is as follows: e 15360 Hz raw audio signal is split into

frames of 512 samples (one 30th of a second) with overlaps of 256 samples (one 60th of a second). ose

frames have their means subtracted and aremultiplied with a Hamming window. A discrete Fourier transform

is applied to each frame resulting in a 256 point spectrum. e absolute value of the spectrum is taken and
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Figure 2.2: Audio of a male voice saying “University of Washington Spoken Networks.”
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squared to yield a power spectrum. We save the sum of all values in the power spectrum as the energy of

the frame. To disrupt low-energy, narrow spectrum noise, we uniformly whiten the power spectrum with

additional energy equal to 1% of the maximum energy possible per frame. e inverse Fourier transform

of the whitened power spectrum is then taken to ĕnd the autocorrelation of the frame at all lags (Gray and

Davisson, 2004). e number of autocorrelation peaks (deĕned as positive regions between zero-crossings) is

counted and the value and lag of the highest peak is saved (which naturally excludes the initial maximum at

lag 0). A running mean of the normalized spectrum is kept for the last 500 frames (≈ 8.33 seconds) and the

relative entropy is computed between the current normalized spectrum and that running mean.

Altogether, we save 6 acoustic features: (i) value and (ii) lag of the non-initial maximum autocorrelation

peak, (iii) the total number of autocorrelation peaks, (iv) instantaneous and (v) relative spectral entropy, and

(vi) energy.

On the speciĕc device we used (described in Section 3.2.1), all computations are carried out in the fre-

quency domain using ĕxed point arithmetic. e logarithm required to compute entropy is not practical given

the device’s limited processing power. However, the device’s comparatively large amount of RAM allows us to

instead use a look-up table pre-populated with logarithms for all 16 bit values.

e energy is used later to determine who is speaking. e lag of the maximum autocorrelation peak is

not needed for detecting voiced speech, but it is useful for determining a speaker’s F0 (Rabiner, 1977). e

peak will oen correspond not to the exact F0 but instead to one of its harmonics. Formants are expressed

through the attenuation of many of the harmonics present while letting only those near the resonant peaks

of the vocal tract pass through. is means that at least one—and oen more harmonics—will correspond to

single formant. To reproduce speech intelligibly, information on at least three formants is required (Donovan,

1996). Since we save at most one harmonic, we believe that all of our features are privacy-sensitive and cannot

be used to reconstruct intelligible speech.

2.2 Extracting Conversation Data

To gather data about face-to-face conversations, presumably multiple people will wear recording devices that

each save separate streams of the privacy-sensitive features described above. Aer recordings have been made,

all of the recordings must be combined and conversations must be found within the combined data. Finding

conversations proceeds in four steps, each of which is described in a following section. First, we must ĕnd

voiced speech in each person’s recording (Section 2.2.1). Second, people must be partitioned into colocated

groups where all the members of a group are considered “together” with each other and not together with any

person in any other group (Section 2.2.2). ird, we must infer who is speaking when within each colocated

group (Section 2.2.3). Finally, once colocated groups and speakers have been identiĕed, we can conclude
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that people who are colocated and speaking are in conversation together and extract further features of their

conversation (Section 2.3). Figure 2.3 provides an overview of the entire process.

Evaluation Data All of the techniques presented in the following sections were evaluated using a small set

of labeled data collected using the same wearable devices as the large Spoken Networks corpus. To record this

smaller data set, 5 people wore devices for just over 50 minutes while moving around a building and entering

and leaving different conversations with one another. e participants were told where to go and whom to

speak with, but were not told what to talk about. ey are all friends and had no trouble ĕlling the time with

casual conversation. e two primary locations were a quiet meeting room and a loud and noisy public space

(where most of the background noise is other speech), but conversations also occurred while the participants

walked together and rode elevators between locations. In order to label the data, raw audio was saved for this

small set. To test the performance of ourmethods in the presence of unmiked speakers, we selectively removed

streams from the data set andperformed inference using only the remaining streams. Results reported for fewer

than ĕve microphones are averaged over all permutations of that number of microphones with standard errors

also reported.

2.2.1 Finding Voiced Speech

Our method relies on ĕrst inferring whether a recorded stream contains voiced speech. We use a hidden

Markovmodel (HMM)with one time step per 60 Hz frame of audio features. eHMM’s observation variable

is a 3-dimensional vector containing the 3 features previously described as useful for voicing detection: the

value of the non-initial autocorrelation peak, the number of autocorrelation peaks, and the relative spectral

entropy. Let xa denote the vector of observations for person a with xt
a being the three observed variables at

time t. Similarly, let Va be the vector of hidden states for person a.

e observation probability p(xt
a|Vt

a) is modeled with a full covariance 3 dimensional Gaussian, and the

state transition probabilities aremodeledwith the usual transitionmatrix. e parameters of the voicingHMM

are learned from data that does not contain any of the speakers in our evaluation data (or in our larger cor-

pus). is voicingHMMhas been shown to be speaker-independent and robust across different environmental

conditions (Basu, 2003).

For each recorded stream, we use the forward-backward algorithm (Rabiner, 1989) to infer p(Vt
a|xa):

the posterior probability of voiced speech in each frame, given the entire recorded stream. Figure 2.4 shows

the spectrogram and autocorrelogram from Figure 2.2 with the inferred voicing posterior for the example

recording overlaid.
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2.2.2 Finding Colocated People

We treat ĕnding colocated groups within the multiple streams of data as a clustering problem. Successful con-

versation detection requires clustering portions of streams together if the wearers who recorded the streams

were in a conversation during those portions. Once the voicing posteriors are computed, the voicing frames

are aggregated into colocation windows of size W = 1200 voicing frames (20 seconds), with no overlap be-

tween windows. To determine whether two people are colocated, we examine themutual information between

simultaneous colocation windows from each of their streams. e mutual information between persons a and

b during colocation window w is

I(Vw
a ,Vw

b ) =
∑

(v,v′)∈{0,1}2

p(Vw
a = v,Vw

b = v′) log p(Vw
a = v,Vw

b = v′)
p(Vw

a = v)p(Vw
b = v′)

(2.1)

where p(Vw
a = 1) is the probability that any of the 1200 frames from person a is voiced, and p(Vw

a ,Vw
b ) is the

joint distribution over the 4 possible combinations of voiced states for a simultaneous frame for both a and b.

Since the voicing values are not directly observed, we estimate these aggregate voicing probabilities as

p(Vw
a = v,Vw

b = v′) = 1
W

τ+W∑
t=τ

p(Vt
a = v)p(Vt

b = v′) (2.2)

p(Vw
a = v) = 1

W

τ+W∑
t=τ

p(Vt
a = v) (2.3)

where τ is the ĕrst time index in window w.

at is, we estimate the aggregate voicing distributions using their expected sufficient statistics according

to the posterior distribution p(Vt
a|xa) computed by the voicing HMM. is allows uncertainty in the voicing

inference to carry through to the conversation inference. e earliermethod of (Basu, 2002) estimated the same

probabilities using themaximum a posteriori (MAP) sufficient statistics (calculated from the Viterbi decode of

the voicing HMM). We gain slightly in accuracy (Tables 2.3 and 2.4) by using this “so” mutual information

computed from expected sufficient statistics instead of a “hard” one computed from an MAP estimate.

While there are many methods for computing a similarity between two signals, mutual information be-

tween voicing inferences seems uniquely suited to ĕnding conversations between peoplewearingmicrophones.

At the expected physical distances for a face-to-face conversation, all microphones worn by participants in the

conversation will pick up the speech of any speaker in the conversation. It is extremely unlikely that two mi-

crophones that are not close enough to be in a conversation will observe the same speech signal. Other metrics

(e.g. correlation between energy, considered below) do not have this property.

e voicing mutual information of (2.1) is computed for all windows and all pairs. e empirical distribu-

tion of the logs of the resulting values, shown for one week in Figure 2.5, makes the division between colocated

and separate pairs clear. ere is a sharp peak of high mutual information values corresponding to colocated
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Figure 2.5: Histogram of voicing mutual information values for one week of data with fitted mixture

model.

pairs, and two broader, overlapping peaks of lower values for separated pairs. at distinctness makes it easy to

learn, in a completely unsupervised manner, different conditional distributions over log mutual information

for colocated and non-colocated pairs. For that, a mixture of 3 Gaussians is ĕrst ĕt to all of the observed values

(also shown in in Figure 2.5). e component with the highest mean is taken to be the conditional distribution

of the logmutual information for a colocated pair. Amixture containing the other two components (with their

mixture probabilities renormalized) is taken to be the conditional distribution for a non-colocated pair.

Since the colocation windows do not overlap, temporal smoothness in the colocation inference is enforced

by using another HMM to infer colocation for a pair. e hidden state of the colocation HMM is a binary

variable indicating whether the pair is colocated, and its observation variable is the log of the mutual infor-

mation between their voicing posteriors. e observation probabilities are set to be those of the mixtures of

Gaussians and the transition probabilities are ĕxed so that the expected duration in either state is one minute.

In an earlier technique (Wyatt, Choudhury and Bilmes, 2007), we did not use an HMM for colocation but in-

stead averaged together mutual information values from neighboring time steps using a normalized triangular

window. One minute was found to be the optimal window length, hence the expected duration for the HMM.

e HMM-based method does not perform any differently on labeled data than the simple window-smoothed

method, but on the Spoken Networks corpus it produces much more plausible colocation inferences.

To ultimately partition people into colocated groups, the MAP sequence of colocation states for each pair
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is computed using the Viterbi algorithm. e transitive closure of the separate pairwise inferences is then

calculated within each colocation window to ensure a consistent grouping.

Evaluation

As presented so far, there is not a single, well deĕned ground truth for the concept of colocation. Are two people

colocated if they are in the same room? What if the room is a large hall and they are on opposite sides? e

evaluation data includes labels for location at the room level as well as who is in conversation with whom. Each

of those could provide ground truth for the colocation inference. Table 2.1 shows our technique’s performance

when compared to “in the same room with” ground truth. Table 2.2 show performance when compared to “in

conversation with” ground truth.

ere are 5 performance metrics presented in the tables, all derived from counts of true and false positives

and negatives. To compute these metrics the set of all possible groupings of 2 or more people is considered for

each colocation window. If a grouping occurs in the labeling and in the inference, then it is a true positive. If

the grouping occurs in the inference but not in the labeling, it is a false positive. A true negative is a grouping

that is in neither the labeled data nor the inference and a false negative is a grouping that is in the labeled data

but not in the inference. Additionally, we deĕne the contained false positives to be the false positives that are

nevertheless valid subgroups of a true grouping—that is, inferred groups that are missing one or more true

group members but contain no extra, erroneous members. e derived metrics are then deĕned as

accuracy = (tp + fp)/tp + fp + tn + fn (2.4)

precision = tp/tp + fp (positive predictive value) (2.5)

recall = tp/tp + fn (sensitivity, true positive rate) (2.6)

speciĕcity = tn/fp + tn (1 - false positive rate) (2.7)

partial precision = (tp + contained fp)/tp + fp (2.8)

To test the performance of ourmethod in the presence of unmiked speakers, we selectively removed streams

from the data set and performed inference using only the remaining streams. For k < 5 microphones results

are computed for all
(5

k

)
combinations of excluded microphones, and the means and standard errors across

these “folds” are reported. e overall result at the bottom of each table is the mean over all folds for all num-

bers of excluded microphones.

e conversation comparison is slightlymore favorable, suggesting that the deĕnition of colocation implicit

in our voicing-based method is “close enough to converse.” at is exactly what is needed to automatically

collect data about face-to-face conversations.

ere are two periods when the inferences disagree with one labeling or the other. First, there is one period
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Table 2.1: Colocation inference compared to true room-level colocation.

Accuracy Precision Recall Speciĕcity Partial Precision

Mics Mean SE Mean SE Mean SE Mean SE Mean SE

5 0.980 - 0.809 - 0.864 - 0.987 - 1.000 -

4 0.959 0.002 0.812 0.019 0.833 0.007 0.975 0.002 1.000 0.000

3 0.920 0.005 0.849 0.009 0.804 0.011 0.955 0.003 0.999 0.001

2 0.868 0.021 0.994 0.004 0.770 0.037 0.997 0.002 0.994 0.004

Overall 0.910 0.011 0.896 0.016 0.799 0.016 0.976 0.004 0.997 0.002

Table 2.2: Colocation inference compared to true conversation grouping.

Accuracy Precision Recall Speciĕcity Partial Precision

Mics Mean SE Mean SE Mean SE Mean SE Mean SE

5 0.987 - 0.928 - 0.876 - 0.995 - 0.953 -

4 0.977 0.001 0.933 0.003 0.879 0.009 0.991 0.001 0.952 0.003

3 0.960 0.003 0.933 0.005 0.893 0.006 0.980 0.001 0.945 0.006

2 0.943 0.007 0.928 0.022 0.938 0.011 0.947 0.012 0.928 0.022

Overall 0.958 0.004 0.931 0.009 0.907 0.007 0.970 0.006 0.940 0.009
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Table 2.3: Other colocation techniques compared to true room-level colocation.

Accuracy Precision Recall Speciĕcity Partial Precision

Method Mean SE Mean SE Mean SE Mean SE Mean SE

HMM

So MI 0.910 0.011 0.896 0.016 0.799 0.016 0.976 0.004 0.997 0.002

Hard MI 0.900 0.012 0.893 0.018 0.769 0.018 0.977 0.004 0.999 0.001

Energy 0.944 0.008 0.937 0.010 0.872 0.015 0.981 0.004 0.991 0.002

reshold

So MI 0.909 0.012 0.898 0.015 0.795 0.016 0.977 0.004 0.991 0.003

Hard MI 0.896 0.012 0.888 0.017 0.758 0.017 0.975 0.004 0.993 0.002

Energy 0.940 0.007 0.929 0.010 0.863 0.014 0.978 0.004 0.986 0.003

where the 5 people are in two groups (of 3 and 2) sitting at adjacent tables in the large public space. eir room-

level location label is the same (“the large public space”), but the colocation inference separates them according

to table. It could be argued that the labeling is too coarse in that situation. Conversely, there is another period

where the ĕve are again in two groups but at opposite ends of a conference table in a quiet meeting room. e

colocation inferences places them all in one group—matching the room-level labeling but not the conversation

labeling.

Comparing to other methods e two existing methods for acoustic colocation detection (Corman and

Scott, 1994; Basu, 2002) differ from ours in two ways: (i) the choice of a similarity metric, and (ii) the method

of using thatmetric to classify pairs as either colocated or separated. Neither previous approach proposes using

any method to temporally smooth the colocation classiĕcation (as the HMM does for our method). Instead,

both suggest classifying windows independently of all others using a threshold learned in a supervised way

from labeled data. Unfortunately, neither proposes a speciĕc learning algorithm or loss function. As such, it is

difficult to make a direct comparison between our method and the others. We can, however, use their different

similarity metrics with both the simple threshold learned through our mixture of Gaussians approach as well

as with our HMM.

As mentioned above, Basu’s similarity metric is the “hard” mutual information between voicing inferences

computed from an MAP inference of voiced states. Corman and Scott’s similarity metric is cross-correlation

between raw audio signals. We can approximate that in a privacy-sensitive way by using the energy computed

for each frame of features in place of the raw audio signal.
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Table 2.4: Other colocation techniques compared to true conversation grouping.

Accuracy Precision Recall Speciĕcity Partial Precision

Method Mean SE Mean SE Mean SE Mean SE Mean SE

HMM

So MI 0.958 0.004 0.931 0.009 0.907 0.007 0.970 0.006 0.940 0.009

Hard MI 0.953 0.005 0.936 0.007 0.881 0.012 0.975 0.005 0.949 0.008

Energy 0.932 0.008 0.861 0.013 0.877 0.016 0.929 0.019 0.866 0.013

reshold

So MI 0.951 0.004 0.920 0.009 0.890 0.009 0.967 0.006 0.929 0.009

Hard MI 0.943 0.005 0.920 0.008 0.859 0.011 0.969 0.005 0.937 0.008

Energy 0.929 0.008 0.855 0.013 0.870 0.016 0.926 0.019 0.860 0.013

Table 2.3 shows the results for these alternate similarity metrics when compared to “in the same room

with” ground truth. e so MI row in the HMM section repeats the overall line from Table 2.1. e other

rows report the same overall evaluations for different similarity metrics and classiĕcation methods. e HMM

generally performs slightly better than the simple threshold, and so mutual information generally performs

slightly better than hard, but neither of those improvements is signiĕcant. More interestingly, the energy cross-

correlationmetric outperforms both voicingmutual informationmetrics. However, Table 2.4 shows the results

when compared to “in conversationwith” ground truth. As before, the soMI row in theHMMsection repeats

the overall line fromTable 2.2 and the other rows also report overall evaluations. Ourmethod (theHMMusing

so mutual information) outperforms all others, signiĕcantly so for some metrics.

is suggests that voicing mutual information is a better metric for ĕnding people who are actually in

conversation, while energy cross-correlation is better for ĕnding people who are simply physically colocated. A

possible explanation for that is that when people are colocated but in separate conversations, they are not taking

turns with one another andwill talk at overlapping times. e lower level voicing inferencewill potentially only

make inferences about the louder signal—that of the wearer—and the two signals will not be similar. When

people are colocated and in conversation, they take turns, allowing each persons’ speech to be clearly recorded

on each microphone and the voicing inferences to be similar. So it is possible that the voicing inference is

ĕltering out some “noise” that corresponds to speech that is not part of the microphone wearer’s conversation.
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2.2.3 Segmenting Speaker Turns

Once colocated groups have been found, we want to infer, in each grouping, who was speaking when. is

is a task known as speaker diarization and there are a number of existing methods for it (Ajmera et al., 2004;

Reynolds and Torres-Carrasquillo, 2005; Anguera, 2006). However, all of the existing methods use features

(primarily mel-frequency cepstral coefficients) from which the verbal content of the signal can be easily be in-

ferred, violating our privacy requirements. Our method relies on the output of our voicing classiĕer combined

with the saved energy feature. Like our approach to colocation detection, our speaker segmentation method

begins with separate inferences for each pair of people which are later combined into a global inference.

Pairwise Speaker Segmentation

First, for a given person a, the 60 Hz voicing frames are aggregated into longer speaker frames. We use a

speaker frame size of 0.26 s (16 voicing frames) with an overlap of 0.13 s (8 voicing frames). e longer speaker

frames reduce the sensitivity of the speaker segmentation algorithm to small errors in the voicing inference.

e speciĕc frame size was chosen because the NIST standard for evaluating speaker segmentation (NIST,

2009) allows for 0.25 s of forgiveness around speaker turn transitions, so we are operating at the maximum

conventional granularity.

Twoquantities are computed for each speaker frame s for persona: (i) gs
a, themean energy of its constituent

voicing frames, and (ii) vs
a, the log of the sum of the constituent voicing posteriors.

For these speaker frames, we instantiate a new HMM whose hidden state S has four values:

1. n: no one is speaking

2. a: person A is speaking

3. b: person B is speaking

4. u: someone other than A or B is speaking

e observations for this speaker HMM are the log ratios of the speaker frame energies: rs = log gs
a − log gs

b .

e speaker HMM observation probabilities, p(rs|Ss), are modeled as a one-dimensional Gaussian distribu-

tion. e mean of the Gaussian for states n and u is set to 0. e mean for states a and b is learned from 3

minutes of data collected in a location and from a set of speakers that are different from those in our evaluation

data. A single mean ĝ is estimated for all pairs of speakers, and states a and b have their means set to ĝ and −ĝ.

e variances of the Gaussians for all four states (identical for a and b) are also estimated from this training

data.

Generally, the log ratio rs is greater than zero when S = a is speaking, less than zero when S = b is

speaking, and rs ≈ 0 when S = n or S = u. To disambiguate between states n and u, the probability
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of that any person is speaking during speaker frame s is computed as p(ws|vs
a) =

(
1 + eα−βks

a

)−1 where

ks
a =

∑
t∈s vt

a is the sum of voicing probabilities in speaker frame s for person a. In other words, p(ws|vs
a) is

computed with a logistic regression. e parameters α and β of that logistic regression are estimated from the

same training data used to learn the HMM’s observation probabilities.

e speech probability p(ws|vs
a) is incorporated into the speaker segmentation HMM as so, or virtual,

evidence (Bilmes, 2004). Virtual evidence introduces a pseudo-observation vector X whose value is always

observed to be 1, i.e. ∀sXs = 1. e observation probability for that pseudo-observation is then deĕned to

be

p(Xs = 1|Ss = a) , p(ws|vs
a) (2.9)

p(Xs = 1|Ss = b) , p(ws|vs
b) (2.10)

p(Xs = 1|Ss = n) , 1
2

(p(ws|vs
a) + p(ws|vs

b)) (2.11)

p(Xs = 1|Ss = u) , 1 − p(Xs = 1|Ss = n) (2.12)

Note that the information about the voicing posterior is not incorporated through any variable’s value, but

instead through the inhomogeneous parameterization of p(Xs|Ss), which varies with s.

For each conversation, the transition probabilities are set to intuitive initial values which are reĕned using

expectation-maximization (EM). We tried using the entire dataset of all conversations to learn the transition

probabilities, but that degraded performance. Additionally, learning the observation probabilities, p(rs|Ss),

using EM also reduced overall accuracy. is suggests that speaker transitions vary for different pairs of people

in different conversations, and that energy ratios are difficult to separate in an unsupervised manner. Once

the EM procedure converges, we infer the posterior distribution for each speaker frame using the forward-

backward algorithm.

Combining Pairwise Segmentations Once posterior distributions over speaker states have been inferred

for all pairs, those posteriors are combined into a single, global distribution for the entire group of colocated

people. is is done by expanding each pairwise distribution into a larger distribution that has more than four

states. Speciĕcally, the expanded distribution has one state for each speaker who has been grouped together

with the pair in the colocation step; one state for no speaker; and one state for any other unmiked speakers. If

there are m speakers in a conversation the probability that was assigned to state u (for a given pair a and b) is

divided evenly among the remaining m − 2 speakers’ states and the unmiked speaker state. e probability

values for the other states, a, b, and n, remain unchanged.

e expanded distributions from each pair are then combined to form the global distribution. We evalu-

ated two simple methods of combining the distributions: summing p(Ss = y) = 1
Z

∑
a,b pab(Ss = y) and
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multiplying p(Ss = y) = 1
Z

∏
a,b pab(Ss = y), where pab(Ss = y) is the posterior probability computed by

pair (a, b) and Z is a re-normalizing term. e summing approach achieved better empirical results and was

the method used to construct the ĕnal global distribution.

From this global speaker distribution it is then easy to construct an MAP speaker segmentation vector s
with si = argmaxy p(Si = y). Note that for a conversation with m participants the values of s will range from

1 to m + 2, where the two “extra” values denote silence (no one speaking) and some unmiked other speaking.

Evaluation

To evaluate speaker segmentation, for each speaker frame we choose the most likely state from the combined

speaker distributions and compare it to the ground truth in our evaluation data set. We perform this evaluation

on two versions of our evaluation data: a raw version, and smoothed version. e raw evaluation considers all

frames in the data. e smoothed evaluation, in accordance with the NIST standard mentioned above (NIST,

2009), merges any pause shorter than 0.3 s in a single speaker’s turn and ignores 0.25 s of data around a change

in speaker.

Since the segmentation problem has more than two states, simple metrics (like (2.4) to (2.7)) do not read-

ily apply. However, a full confusion matrix for each conversation is also uninformative since it is not very

interesting to see how oen a speciĕc person a is confused with any other speciĕc person. We can examine

pseudo-confusion matrices that show 3 ground truth states: no one, miked speaker, un-miked other; and 4

meaningfully collapsed inferred states: no one, the correct miked speaker, an incorrect miked speaker, and an

unmiked other.

From these pseudo-confusion matrices three summary evaluation metrics are computed:

1. Accuracy: the fraction of frames in which the inferred state matches the ground truth state

2. Precision: the fraction of frames inferred to be spoken for which the correct speaker is inferred

3. Recall: the fraction of truly spoken frames for which the correct speaker is inferred

Table 2.5 shows the pseudo-confusionmatrix for the raw evaluation, andTable 2.6 shows the corresponding

summary metrics. Overall, the results are promising. e correct state is inferred most of the time. Impor-

tantly, miked speakers are rarely confused with one another. e most common mistake is when an unmiked

other is incorrectly inferred to be one of the miked participants.

Table 2.7 shows the pseudo-confusion matrix for the smoothed evaluation, with the corresponding sum-

mary metrics in Table 2.8. Both accuracy and precision improve signiĕcantly when the ambiguous boundaries

at the starts and ends of speaker turns are excluded. e confusion between un-miked others and miked

speakers has also been reduced.
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Table 2.5: Raw speaker pseudo-confusion matrix.

Inferred Class

None Miked, Correct Miked, Incorrect Un-miked Other

Mean SE Mean SE Mean SE Mean SE

Tr
ue

Cl
as
s None 0.067 0.003 - - 0.072 0.003 0.017 0.002

Miked Speaker 0.013 0.001 0.569 0.017 0.011 0.001 0.028 0.002

Un-miked Other 0.018 0.002 - - 0.091 0.007 0.115 0.011

Table 2.6: Raw speaker segmentation performance.

Accuracy Precision Recall

Mics Mean SE Mean SE Mean SE

5 0.817 - 0.825 - 0.967 -

4 0.781 0.006 0.788 0.006 0.961 0.003

3 0.750 0.010 0.756 0.010 0.956 0.004

2 0.730 0.015 0.736 0.016 0.955 0.007

Overall 0.751 0.008 0.757 0.009 0.957 0.003

Table 2.7: Smoothed speaker pseudo-confusion matrix.

Inferred Class

None Miked, Correct Miked, Incorrect Un-miked Other

Mean SE Mean SE Mean SE Mean SE

Tr
ue

Cl
as
s None 0.047 0.003 - - 0.051 0.003 0.011 0.002

Miked Speaker 0.006 0.001 0.645 0.020 0.007 0.001 0.018 0.002

Un-miked Other 0.013 0.002 - - 0.088 0.008 0.114 0.013
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Table 2.8: Smoothed speaker segmentation performance.

Accuracy Precision Recall

Mics Mean SE Mean SE Mean SE

5 0.876 - 0.883 - 0.983 -

4 0.838 0.006 0.846 0.005 0.978 0.003

3 0.806 0.012 0.813 0.012 0.973 0.003

2 0.782 0.017 0.789 0.017 0.972 0.006

Overall 0.806 0.009 0.813 0.010 0.974 0.003

2.3 Conversation Data

e steps described so far provide ways of determining who is physically colocated with whom and who is

speaking when, but they do not provide a method for determining who is in conversation with whom. Such

a method is difficult to deĕne because the ground truth for the relation “in a conversation with” is more am-

biguous than physical location or speaking state.

For example, imagine two officemates a and b who work mostly silently for two hours while occasionally

talking. a makes a comment, b responds, and a short exchange ensues before they fall back into silence. When

does the conversation start and when does it end? If a makes another comment but b does not explicitly

respond, is that a conversation? If a third person c enters the room and speaks to b but only a responds, who

was in conversation with whom?

To deĕne conversations for our subsequent analyses we make the following three assumptions: (i) to con-

verse, two people must be physically colocated; (ii) all people considered to be in a conversation together must

speak at least once; and (iii) “enough” intervening silence ends a person’s participation in a conversation.

Making those assumptions concrete, we say that a person is active during a 20 s colocation frame if he

speaks for at least half a second during that frame. We also say that he is active for 20 s before the ĕrst frame

in which he ĕrst speaks (to account for people beginning to join an ongoing conversation) and that he is active

for 40 s aer the last frame in which he speaks (an ad hoc threshold for “enough silence”). If two people are

colocated and active, then they are considered to be in conversation with each other.

Note that this is a pairwise relation. a and b can be in conversation for a long period of time if they continue

speaking, but c may only occasionally be put into a conversation with them if she speaks infrequently. is

may seem to exclude more silent people, but the short threshold required to be active should capture even
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the slightest back channel communication required for a conversation to proceed smoothly. Additionally,

the previous enforcing of transitivity for the colocation relation will ensure that the conversation relation is

properly transitive.

ese heuristics happen to match our evaluation data perfectly, so an evaluation comparing the result-

ing inferred conversations to the “in conversation with” ground truth label yields exactly the same results as

Table 2.2.

2.3.1 Low-Level Speech Features

As mentioned above, many useful inferences about non-linguistic aspects of a person’s speech can be inferred

from the privacy-sensitive set of features we use. Once we know when a person is speaking, we can com-

pute several additional measures that capture how she is speaking. Later chapters will consider three speciĕc

measures: patterns of turn-taking, pitch (F0), and rate.

Turn-Taking Features

Obviously, once the speaker segmentation vector s for a conversation has been inferred we have information

about how people were taking turns during the conversation. For a conversation with m participants, we can

compute the complete m + 2 × m + 2 conversation turn transition matrix T where, assuming s is of length T ,

Tij =
T∑

t=2
1[st−1=i∧st=j] (2.13)

Two summary statistics, derived from T, will be used: turn frequency and turn duration. Turn frequency

is the number of turns taken by a person divided by the length of the conversation. e number of turns taken

by person i can be computed from T as ni = (
∑

j Tij) − Tii, making sure to increment ni by 1 if s1 = i.

Turn duration is the mean length of a person’s turns. at mean can be computed as di = 1 + Tii

ni
(as long as

ni > 0, which our minimum turn length heuristic ensures is the case).

Pitch

As explained above, all voiced speech has some fundamental frequency F0 and the lag of the non-initial maxi-

mum autocorrelation peak can be used to determining a speaker’s F0 (Rabiner, 1977). e peak will not always

correspond to the exact F0, however. Sometimes a harmonic of F0 will be momentarily stronger. In that sit-

uation, the lag of the maximum peak will jump by approximately an integer factor, corresponding to e.g. a

doubling or tripling of the frequency.

To smooth out such jumps and estimate the true F0 we employ (yet) another HMM (developed by Alex

Stupakov). e hidden state in the pitch HMM corresponds to the true F0 Hertz value, and the observation
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variables are the pitches derived from the autocorrelation lags. To retain the convenience of discrete states, all

values are discretized to integers and bounded by intuitive values (75 Hz to 400 Hz for the hidden pitch, 0 Hz

to 2000 Hz for the observable pitch). e transition probability is deĕned to be (themultinomial discretization

of) a Gaussian with mean equal to the previous pitch and variance heuristically set to 500. e observation

probability is constructed as follows. First, a mass of 1 is placed at the frequency corresponding to the true

hidden pitch. en, for each harmonic, a mass decreasing as e−3f is placed at the f -th harmonic. ese point

masses are smoothed by convolving them with a Gaussian window with standard deviation equal to one-eight

of an octave and a width of one octave. Finally, the entire vector is normalized to ensure that it is a valid

distribution.

To estimate a person’s pitch, the segments of speech inferred to be both spoken by her and voiced are fed

separately to the pitch HMM. e Viterbi decode of the HMM is then used as the estimate of her pitch for that

segment.

Rate

To measure a person’s rate of speech, we wish to compute the number of syllables spoken per second. Since we

have discarded all information about the linguistic content of the speech, we must approximate that quantity

using only our privacy-sensitive features.

e enrate estimator (Morgan et al., 1997) has been shown to reliably approximate syllabic rate using only

information about energy. Our implementation of enrate works in the following steps. First, a low-pass ĕlter

with a 15 Hz cut-off is applied to the energy to (which has already been effectively low-pass ĕltered with a

cut-off of 60 Hz). Second, the ĕltered energy is broken into one second long windows, with 3/4 seconds of

overlap. ese windows are multiplied with a Hamming window, and a discrete Fourier transform is taken

and squared to yield a power spectrum. Finally, the spectral mean of the power spectrum is found.

Ultimately, enrate is computing the expected frequency below 15 Hz, which will ideally capture the fre-

quency of “bursts” of energy corresponding to syllables.
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Chapter 3

The Spoken Networks Corpus

Using the conversation detection methods from the previous chapter we collected a corpus of real-world face-

to-face conversations among a population of 24 subjects. is chapter ĕrst contrasts our effort with earlier data

collection projects (Section 3.1), it then explains the procedure used to gather the data (Section 3.2), provides

summary statistics about the data itself (Section 3.3), and shows novel measures of social behavior that can be

easily extracted form the data (Section 3.4).

3.1 Related Work

e data that we have collected is novel in its combination of two broad aspects, each of which has its own an-

tecedents. First, it contains the situated speech data for an entire subject population. In that aspect, it is related

to earlier efforts at both spontaneous speech data collection and real-world social interaction measurement.

Second, it covers an entire year of social interactions. at aspect relates it to previous work on collecting

temporal social network data.

3.1.1 Spontaneous Speech Data

Existing efforts at collecting real-world speech data have considered settings—meetings, phone conversa-

tions, interviews (Ang, 2002; McCowan et al., 2003; Dielmann and Renals, 2004; NIST, 2009; Stupakov et al.,

2009)—where the content of the speech is unpredictable, but the decision to have a conversation is made in

Parts of this chapter were previously published in (Wyatt, Choudhury and Kautz, 2007) and (Wyatt, Choudhury, Bilmes and Kitts,
2008).
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advance. In these scenarios the dialogue is spontaneous, but the existence of the conversation is not. As such,

the data sets do not capture information about their subjects’ social networks.

Beyond that, most of the existing research on speech and emotion has either used acted speech data

(Douglas-Cowie et al., 2003)—which is known to poorly reĘect natural emotion (Batliner et al., 2000)—or

small data sets limited to a handful of observations of each subject that cannot be used to compare one per-

son’s speech across different situations or over time (e.g. Greasley et al., 1995; Douglas-Cowie et al., 2000; Ang,

2002). Most are also recorded in relatively unnatural settings (television shows, interviews) that are not repre-

sentative of ordinary human communication. Situated speech data will provide better measurement of actual,

lived emotion in speech. We have found only one other attempt at collecting data in settings as spontaneous as

ours Campbell (2002), but it only recorded single participants in isolation (i.e. only one side of a conversation).

3.1.2 Social Behavior and Temporal Network Data

Several studies have used cell phone data to consider real-world social interactions. Onnela, Saramäki, Hyvö-

nen, Szabó, de Menezes, Kaski, Barabási and Kertész (2007) construct an undirected network of reciprocated

cell phone calls with ties weighted according to time spent in conversation. ey ĕnd that stronger ties occur

within tightly connected groups and weaker ties cross groups. Additionally, removing weak ties eventually re-

sults in a sudden breakdown in reachability (the size of the largest network component relative to the number

of people), while removing strong ties only gradually diminishes the reachability (Onnela, Saramäki, Hyvönen,

Szabó, Lazer, Kaski, Kertész and Barabási, 2007). Considering cell phone call networks temporally, Palla et al.

(2006) ĕnd that the ratio of ties out of a community to ties within is weakly predictive of how long a person

will remain in the community.

Another temporal study comes from Kossinets and Watts (2006), who consider email sent between all

students, faculty, and staff at a university over one academic year. ey compare the empirical probabilities of

new tie formation to counts of shared partners, network distance, and number of shared courses. ey ĕnd

that a new tie is more likely to form between a pair with more shared partners or courses, and the relationship

between tie formation and those quantities is more pronounced for pairs that do not share any classes.

Of course, new data collection methods are not limited to only virtual communication. Borovoy (2002)

developed an wearable badge capable of detecting physically proximate people. e badge used infrared sen-

sors and thus could only detect people facing each other with a clear line of sight. Connolly et al. (2008) use

data collected from motion sensors (Wren et al., 2007) to infer social events like walking together, attending

the same meeting, or coincidentally meeting in a break room.

Eagle and Pentland (2006) present a system for inferring physical proximity from the short-range Blue-

tooth radios in people’s cell phones. ey can also infer coarse absolute location using cell tower IDs. Using
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this system they collected data for 94 graduate students from two different departments at one university. Con-

ĕrming the early results on informant accuracy, they found that people’s recall of whom they were colocated

with is generally poor but does reĘect long-term patterns of proximity (Eagle et al., 2009).

But perhaps the most interesting real-world social behavior data collection (and the immediate ancestor

of this work) is that made possible with the sociometer: a wearable platform combining infrared, motion,

and—most importantly—audio sensors (Choudhury and Pentland, 2003). Choudhury (2004) recruited 23

members of the MIT Media Lab—including graduate students, faculty and staff—to wear the sociometer for

two weeks. She was able to automatically extract conversations from the data with accuracies ranging from

64% to 88%. (at study saved raw audio, so the conversation detection could be compared to a subset of the

data that was labeled.)

Such automatically collected conversation data has many advantages over other real-world data collection

methods. It is not restricted to line of sight like infrared and it will not infer colocation through walls like Blue-

tooth. It captures actual interactions, not just physical proximity that may not correspond to any interaction.

And it allows for a much ĕner-grained observation of the behavior during an interaction, not just the fact of

whether or not an interaction occurred.

3.2 Data Collection Method

e data collection effort considered in this work descends from, and retains the rich information of, the

original sociometer study. Where our effort differs is in the choice of subject population and the length of

observation time.

e population that we recruited consists of 24 (of 27) incoming graduate students, all of whom were in

the same department at a large research university. e students were almost all new to the university, city, and

each other, providing an opportunity to observe the formation of their social network from very close to “time

zero.” Additionally, these students are all (ostensibly!) peers with no formal relationships deĕned between

them. at is in contrast to Choudhury (2004)’s population which included professors as well as students of

varying seniorities.

Our subjects recorded data by wearing a personal digital assistant (PDA) with an attached sensing device

(described inmore detail below). Subjects recorded data duringwhatever period each considered her “working

hours.” ey recorded daily for one week each month over the 9 month course of an academic year. e ĕrst

week had only 3 working days and the last only 4, for a total of 42 collection days. Aside from the days and

hours, no other restrictions were placed on data collection. e subjects recorded data everywhere they went,

inside and out: class, lunch, study groups, meetings, spontaneous social gatherings, etc. is 9 month period

is much longer than the two weeks covered by the original sociometer study.
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Data was saved to a 2GB SecureDigital (SD) Ęashmemory card on the PDA. Subjects were asked to upload

their collected data at the end of each collection day, but because their memory cards could hold an entire week

of data most waited until the end of the week. e subjects were paid for each day of data that they submitted.

ey were also allowed to use the PDA during non-collection weeks and were given the PDA at the end of the

study.

3.2.1 Hardware and Software for Data Collection

All of the conversation data discussed in this work was collected using the same platform: an HP iPAQ hx4700

PDA with an attached multi-sensor board (MSB, Figure 3.1) containing 8 different sensors.

e PDA was carried in a small over-the-shoulder bag and the MSB

Figure 3.1: The MSB. Micro-

phone is at top.

was connected to the PDA via a USB cable that ran discreetly down the

bag’s strap (Figures 3.2a and 3.2b). e MSB was clipped to the bag’s strap

at the front of the wearer’s shoulder, similar in placement to a lapel mi-

crophone. Recording could be started and stopped with the press of a sin-

gle hardware button on the side of the PDA and the screen provided sim-

ple feedback to show whether the device was recording, how much data

had been recorded, how much battery power remained, and an estimate

of recording time le with the available battery power (Figure 3.2c). e

PDA has an Intel XScale PXA270 624 MHz processor, with no Ęoating-

point unit, and 64 MB of RAM. As mentioned above, all data was saved

to an SD card, with ĕles rotated every half hour. e ĕle rotation was implemented to prevent any accidental

corruption from spoiling an entire data collection session, but in practice corrupted ĕles were found to be very

rare.

Of all the sensors on the MSB, the most important sensor for conversation detection is clearly the micro-

phone. e MSB’s microphone is an inexpensive electret condenser microphone that records 16 bit audio at a

rate of 15,360 Hz.

For the 24 subject population, raw audio was never saved—not even temporarily—on the device. e

privacy-sensitive features described in Section 2.1 were computed in real-time on the PDA and only those

features were saved. For the 5 subject group that generated the evaluation data described in Section 2.2, raw

audio was saved in addition to the privacy-sensitive features. at group contains no subjects from the larger

study population and all members of the evaluation group consented to have raw audio recorded during their

50 minutes of observed interactions.
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(a) Front: MSB is on right shoulder (b) Back: PDA is in bag. (c) PDA and data collection program.

Figure 3.2: The data collection kit worn by each subject.

ough not addressed in this work, the MSB also contains 7 other sensors that sample at varying rates:

triaxial accelerometer (550 Hz), visible light (550 Hz), digital compass (30 Hz), temperature and barometric

pressure (15 Hz), infrared light (5 Hz), and humidity (2 Hz). ese sensors can be used to infer the wearer’s

physical activity (e.g. walking, sitting, standing, etc.) and whether she is indoors or outside (Lester et al.,

2005). In addition to the data gathered via the MSB, the PDA records (at 0.5 Hz) the MAC addresses and

signal strengths of the 32 strongest visible WiFi access points. It was hoped that the WiFi data could be used to

determine the wearer’s absolute physical location (Ferris et al., 2006), but repeated attempts to infer locations

from the recorded data were unsuccessful. Unlike audio, the raw data from the additional sensors and theWiFi

readings are saved in their entirety with no initial feature processing.

3.2.2 Survey Data

In addition to collecting sensor data, the subjects also answered a series of surveys.

An initial survey administered on the ĕrst day of data collection asked questions about the subject’s previous

interactions with anyone in the department as well as (a) which sub-areas of the discipline the subject was

interested in pursuing, and (b) which faculty members the subject was interested in collaborating with.

At the end of every collection week (excluding the ĕrst) a survey was administered that asked 5 core ques-

tions.

1. Which other participants the subject interacted with over the previousmonth in 4 categories: homework
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collaboration, research collaboration, social visits (outside of school), and phone calls

2. Which 5 non-participant students within the same department the subject interacted with and how

3. Which sub-areas of the discipline the subject was interested in pursuing

4. Which faculty members the subject was interested in collaborating with

5. Which faculty members the subject had collaborated with.

Once each term, the end-of-week survey also asked which classes the subject was taking, how she was funded,

and whom she considered her advisor. e very ĕrst collection week did not have an end-of-week survey

because the week was only 3 days long and the subjects had already answered the same questions on the ĕrst

day of data collection.

ree years aer the ĕrst week of data collection a follow-up survey was administered. at survey asked

the same within-cohort interaction question as the end-of-week surveys (question 1 above) as well as 4 new

collaboration questions:

1. What sub-areas have been the subject’s course of study

2. Who the subject’s advisor is

3. Who (in both their cohort and among the faculty) the subject has collaborated with on research, and

whether that collaboration led to a publication

4. How many publications the subject has

e follow-up survey also asked basic demographic questions about the subject’s age, gender, ethnicity, religion,

and languages spoken. (ose questionswere delayed until the follow-up survey because of initial IRB concerns

that were subsequently addressed.)

3.2.3 Problems Encountered

We encountered four signiĕcant technical problems during data collection. First, batteries died faster than

anticipated. Wediscovered that the PDA’s operating systemwas attempting to connect to knownWiFi networks

in weak signal conditions that we had not previously tested. We alleviated this problem by reconĕguring the

OS to never attempt to connect to any network while the data collection application was running. Second,

all of the PDA’s soware and settings are stored in volatile RAM and are completely lost if the battery fully

discharges. Subjects found it easy to recharge their PDAs at the end of each collection day, but would oen

forget to charge them between collection weeks. is led to many Monday mornings of lost recording time

while PDAs were reconĕgured. ird, the PDAs’ clocks are shockingly unreliable. We found them to dri up

to 5 minutes between collection weeks, thus needing frequent resynchronization with a time server—which

required periodically re-enabling the WiFi connection. Finally, the fourth signiĕcant problem was that the
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cable that connected theMSB to the PDA’sUSB cardwas not durable enough formanyweeks of continuous use.

Over time, the cable would become loose, and the PDA would intermittently lose its connection to the MSB.

e ĕrst and third problems eventually required a signiĕcant re-write of parts of the recording soware while

data collection was underway. is led to a larger than planned gap between the third and fourth recording

weeks.

Each of these problems ultimately arises from our stretching the PDA well beyond its intended use. It was

meant to be turned on only sporadically for short tasks, not to run continuously as its user goes about her

day. e PDA was also intended to be attached to a computer regularly, providing it with the opportunity to

charge its battery and synchronize its clock. While PDAs are handy portable platforms for short data collection

efforts, they were not suitable to long term collection efforts such as ours. Fortunately for subsequent efforts by

other researchers, newer platforms—particularly smart phones—are much more suited to running long-lived,

independent data collection tasks.

3.3 Collected Data

Our subjects gathered a total of 4,401.51 hours—183.40 days—of data. e amount of data collected per par-

ticipant varied greatly, from a maximum of 321.53 hours to a minimum of 88.41 hours, with a mean of 183.02

hours. On average, each subject recorded 4.27 hours per day, with a minimum of zero and a maximum of

10.71.

Figure 3.3 shows beanplots (Kampstra, 2008) of the average number of hours collected per day for each

collection week. (Beanplots are an alternative to box plots that allow for comparison across weeks while also

showing more information about the speciĕc distribution of data within each week.) e ĕrst three weeks

show an increase in the amount of data collected as the subjects became more comfortable with the device and

its use, and battery life was improved. We believe that collected amounts decrease in weeks 4 through 6 as

the participants become fatigued and the study becomes less novel. Before weeks 7 and 9 we sent additional

messages of encouragement to the group, and thosemay be responsible for the subsequent upturns in collection

amounts.

Since colocated people and their conversations can only be found when participants are simultaneously

recording, the number of overlapping recordings is a measure of perhaps more importance than the raw

amount of data collected. Figure 3.4 shows histograms of the number of people simultaneously recording

any 20 second window in the data (a window is only in the data if at least one person recorded it). While

there is no moment when all subjects are recording (the maximum number of simultaneous recordings is 21),

there is enough overlap in the data for it to contain many interactions. e average number of simultaneous

recordings per window is 8.10 for the entire corpus, and 88.53% of all recorded windows are covered by at least
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Figure 3.3: Average hours recorded per day for each subject in each week. Black lines are data points:

the average for one person for that week. Blue “beans” are kernel density estimates. Green lines are

medians and red lines are means.
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Figure 3.4: Number of people simultaneously recording each 20 second window with at least one person

recording. Stacked blue boxes are histograms with one bin for each possible number of simultaneous

recordings. The width of the box reflects the number of windows simultaneously recorded by the corre-

sponding number of subjects. Green lines are medians and red lines are means.
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two recordings. Additionally, there is overlapping data for all pairs of subjects. In fact, the pair with the least

amount of overlapping recorded time still has 16.13 hours of simultaneous recording (the maximum is 215.18

hours).

3.4 Basic Behavioral Inferences

Aer the data has been collected it is processed through the three steps described in Chapter 2: colocation

detection, speaker segmentation, and conversation extraction. Recall from Section 2.2.2 that colocation infer-

ence based on energy is more accurate when compared to physical location, but colocation inference based on

voicing mutual information is more accurate compared to conversation grouping. Since each of these could

have its beneĕts for sociological analysis, both methods were used to create separate colocation inferences for

each week. e heuristics in Section 2.3 are used to group subjects into actual, interacting conversations, and

pairs are only considered for conversation grouping if they are ĕrst determined to be physically colocated using

the voicing-based colocation method.

3.4.1 Inspecting Daily Patterns

At the simplest level, the times of day that subjects turn on their recording devices provides information about

their daily schedules. Figure 3.5 shows the number of subjects recording over the course of each day during

week 4. Unsurprisingly, most subjects begin recording between 9 and 11 in the morning and gradually stop

between 5 and 7 in the evening. e long slopes at both ends of the day show that different students keep

different hours but most are around and recording during the middle of the day.

ere is a noticeable increase in the number of people who begin recording around 10:30 am on Tuesday

and ursday. During this academic term, most subjects attended a class that met from 10:30 am to 12:00 pm

on Tuesdays and ursdays. e sharper increase in recording at that time is probably explained by subjects

simultaneously arriving to attend class.

e colocation inferences in Figure 3.6 show the class much more clearly. Figure 3.6 shows the inferences

for colocation using both energy (orange) and voicing mutual information (blue), as well as the conversation

grouping (red). At each point in time, the number of pairs inferred to be together or in conversation is nor-

malized by the number of pairs simultaneously recording at that moment. us each line is interpretable as

the proportion of currently recording pairs grouped together according to eachmethod. Because of that, when

few people are recording (refer back to Figure 3.5) smaller groups will appear larger in the plot than perhaps

they should. is is particularly true at the end of the day.

During the class on Tuesday and ursday morning, the two colocation methods largely agree with one
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Figure 3.5: Number of people simultaneously recording over the course of each day during week 4.
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another since the quiet of the class and the common signal of the instructor’s voice will match in both energy

and voicing inference. ere are also classes on Monday and Wednesday from 12:00 pm until 1:30 pm, and on

ursday from 3:00 pm to 4:30 pm. All of these appear similarly in the colocation and conversation inferences.

In contrast to the classes, there is a department-wide social gathering on Friday aernoon. e energy-

based colocation putsmanypairs together (probably correctly), but the voicing-based colocationdoes not. at

agrees with the earlier observation that during periods where the background noise is other conversations, the

voicing colocation groups people into smaller, conversation sized groups while the energy colocation groups

by broader physical location.

3.5 Basic Network Analyses

Constructing networks from survey data is usually simple: they are oen just the union of self-reported ties

for each actor in the network. Deriving networks from social behavior data is not so straightforward. Many

short interaction events need to somehow be aggregated into a single network. is process of aggregation

generally involves two broad steps: (i) aggregating observations across time into temporal windows–periods

during which all observations are assumed to correspond to a single, static network, and (ii) deriving some

measure of an edge from the data about the interactions within a window.

Aggregation across time is necessary because short, nearly instantaneous observations probably will not

contain enoughnetwork structure to be interesting. For example, in the SpokenNetworks data it is theoretically

possible to observe networks at a granularity of 20 seconds, but it is unlikely such small snapshotswould contain

more than a handful of ties. Conversely, windows that are too long risk “blurring together” separate stages of

the network’s evolution and thus producing observed structures that do not correspond to any real network.

A balance between the two must be found.

Once windows are deĕned, they may contain multiple or long-lived interaction events between pairs of

people, e.g. many email messages or conversations. If simple networks are desired, some method is needed for

deriving a single edge value from the rich data within a window. Since most network analysis techniques have

been developed for binary networks, many studies of social behavior data have resorted to deĕning simple

thresholds that separate binary ties from non-ties (e.g. Kossinets and Watts, 2006; Palla et al., 2006; Leskovec

et al., 2008). An obvious alternative is to use weighted edges, but that requires using less common network

analysis methodology.

For the simple analyses presented in this section we deĕne our temporal window size to be one week. One

week is both the longest contiguous window possible in our data (since there are weeks long gaps between

recording weeks), and the shortest window that covers all days of the week. As Figure 3.6 shows, there are

unique patterns of social behavior on different days of the week and a shorter window might mistake missing
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ties for the missing opportunity provided by some shared context (e.g. a once a week class).

For each week we construct two networks: the colocation network and the conversation network. In the

colocation network edges between pairs indicate time spent in the same physical location. In the conversa-

tion network edges reĘect time spent in conversation. To avoid selecting an arbitrary threshold, we consider

weighted networks. However, since we can only observe an interaction between two people if both are simul-

taneously recording, it is sensible to normalize the observed interaction times by the amount of data available.

Speciĕcally, let ot
ij be the amount of overlapping time in i’s and j’s recordings during week t. Let lt

ij be the

time the pair is inferred to be physically colocated (using the energy-correlation colocation detection, not the

voicing-based method), and ct
ij the time they are inferred to be in conversation. We deĕne two networks: (i)

the colocation network Lt where Lt
ij = lt

ij/ot
ij : the proportion of time that i and j spend colocated; and (ii)

the conversation network Ct with Ct
ij = ct

ij/ot
ij , the proportion of time that i and j spend in conversation.

Deĕning edge weights to be proportions has the added beneĕt of ensuring that they are all between zero and

one. Many metrics developed for binary networks can then be applied without much modiĕcation, since a

binary network is a special case of such a normalized weighted network where all ties (and non-ties) take on

only the most extreme values.

Figure 3.7 shows the conversation networks constructed for each week. Obviously, a visual comparison of

the networks can only provide so much insight. e rest of this section considers four simple network prop-

erties that can be more easily compared: network density, degree distributions, two measures of transitivity,

and path lengths. We examine both how these properties change over time, and how they contrast between

colocation and conversation networks.

3.5.1 Density

e density of a network is its mean edge value:

d(Y) = 1(
N
2
) ∑

i,j

Yij (3.1)

For weighted networks, this has all the ambiguities inherent in summarizing a data set with its mean. For

example, a weighted network with a few very strong edges may have the same density as one with many weak

edges, despite the fact that they are very different networks from other perspectives. Density shows how much

interaction exists in the network, but it does not reĘect how that interaction is distributed. It is more illumi-

nating, then, to consider the full distribution of edge values together with its mean.

Figure 3.8 shows those distributions as beanplots for the conversation and colocation networks across all

weeks. e red line on each bean is the value of (3.1) for the week. Since most edges have very small values, it

is helpful to show them on a logarithmic scale in order to see all of the variation in the data. Of course, zero
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Figure 3.8: Edge value distributions. The data has been split into zero and non-zero valued edges. The

width of the blue box at the bottom corresponds to the number of zero-valued edges for that week. The

blue beans are kernel smoothed densities of log-transformed non-zero edge values. The width of the zero

boxes and the beans can be compared: a wide zero box shows that there are many zero-valued edges

and results in a thinner bean for the non-zero edges.
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values cannot be shown on a log scale. Figure 3.8 thus shows a separate box or bin whose width corresponds

to the number of zero-valued edges in the network. e blue beans are kernel-smoothed densities for the log

transformed data. us the width of the bean at some point y on the y axis corresponds to p(Yij = y|Yij > 0).

e width of the box corresponds to p(Yij = 0). e width of a box and that of the corresponding bean can

be compared: a wide box means there are many zero valued edges, and the bean will be thinner. Note that the

means (red) and medians (green) are computed from all values, both zero and non-zero.

is distinction is necessary for the log scale display, but it also corresponds to a very natural intuition

about weighted networks. ere is a difference of kind, one beyond the simple difference in value, between

zero valued edges and non-zero edges. Adding a new edge, even one with a minuscule value, can have drastic

effects on the path lengths, reachability, and connectivity of the network. e box/bean split in Figure 3.8

can quickly provide a picture of the ratio of zero-valued edges to non-zero-valued edges. e median lines

(green) also provide information about the ratio: for weeks 1 and 8 the median proportion of time spent in

conversation is zero and thus more than half of all pairs are not connected by any edge in the conversation

network.

When comparing across weeks, the conversation edge values in Figure 3.8a show very different distri-

butions. e early weeks seem almost bimodal, while the later weeks have elongated densities with gradual,

almost linear decreases. Since the plot is on a log scale, this linearity corresponds to a roughly exponential

decrease in probability for higher valued edges, a fact also reĘected in the distance between the means and

medians. ere are certainly differences between weeks, but no pattern is immediately obvious.

A more useful comparison is that between the conversation and colocation networks. Figure 3.8b shows

the same edge value distributions as in Figure 3.8a, only derived from the colocation networks. e differences

between the networks is discussed further in Section 3.5.5 below.

3.5.2 Degree

e degree of a node is the sum of the values of the edges incident to it: di(Y) =
∑

j Yij . Different people

may have different levels of interaction, and patterns in those differences can be seen in the network’s degree

distribution.

Figure 3.9 shows beanplots of the degrees of each person for the conversation and colocation networks for

all weeks. As with the edge value distributions, the values for the colocation degrees are much higher than

those for conversation degrees and the two kinds networks seem to be very different with regard to degree.

is difference is also discussed below in Section 3.5.5.
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Figure 3.9: Degree distributions.
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3.5.3 Transitivity

An important property of social networks is their tendency to be transitive: people who are tied tend to both

have ties to the same people. More colloquially, people tend to have mutual friends. Transitivity expresses

itself through an increased number of triangles in the network, and thus metrics for quantifying transitivity

are usually based around counts of triangles. In this section we will consider two such metrics: the clustering

coefficient and the global triangle count.

e clustering coefficient for a person is deĕned as the fraction of pairs to whom she is tied who also have

ties to each other (Watts and Strogatz, 1998). Equivalently, it is the number of triangles that involve her divided

by the total number of possible triangles that could exist given her observed set of ties. Since the metric relies

on the discrete existence or non-existence of ties, it does not generalize toweighted networks as easily as density

and degree do. ere are, however, several proposed variants of the clustering coefficient that can be used with

weighted networks. e one we use is the weighted clustering coefficient deĕned by Saramäki et al. (2007):

Ci(Y) = 1
ki(ki − 1)

∑
j,k

(Ŷij ŶikŶjk)1/3 (3.2)

Y is a weighted adjacency matrix and Ŷ = Y/ max(Y) is the normalized adjacency matrix where the max-

imum edge value is one. e weighted clustering coefficient deĕnes the “intensity” of a triangle to be the

geometric mean of the edges involved and thus is equivalent to the traditional clustering coefficient if edges

take only zero or one values. ki =
∑

j 1[Yij>0] is the “structural” degree of person i, and thus (3.2) captures

the amount of triangle intensity that exists, divided by the total possible intensity (e.g. if i belonged to a clique

where all edges have value one).

Anothermore global measure of transitivity is the simple count of all triangles in the network (Davis, 1970;

Holland and Leinhardt, 1975). Aswith the clustering coefficient, the triangle count does not generalize as easily

to weighted networks as degree and density Again this does not generalize to weighted networks as easily as

degree or density, but, following Saramäki et al., we can deĕne a weighted triangle value as

Tijk = (YijYikYjk)1/3 (3.3)

As with (3.2), this value is equivalent to the ordinary triangle indicator if Y contains only binary values. As

with edge values, looking at the distribution of the weighted triangle values will provide more information

about transitivity in the network than the mean (or sum) alone would.

Figure 3.10 shows beanplots of the weighted clustering coefficients, and Figures 3.11 shows beanplots of

the log scaled weighted triangle values. In Figure 3.11 the ratio of zero to non-zero values is shown as it was in

Figure 3.8.
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(b) Colocation networks.

Figure 3.10: Weighted clustering coefficient distributions.
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(b) Colocation networks.

Figure 3.11: Weighted triangle value distributions.
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For both metrics, there are extreme differences between the conversation and colocation networks. e

clustering coefficient value are much higher in the colocation networks, and their changes over are completely

different from those in the conversation networks. e median triangle count for the conversation networks

is always zero: of
(

N
3
)
potential triangles, the majority do not exist. For the colocation networks the median is

never zero.

3.5.4 Path Lengths

A ĕnal property of the networks to consider is the distribution of path lengths. To compute path lengths we

deĕne the length of edge (i, j) to be 1−Yij if Yij > 0. In other words, the more time a pair spends interacting,

the shorter the edge is. (If Yij = 0, then there is no edge between i and j and the length is undeĕned). e

shortest path is found for all pairs and the distribution of path lengths are shown in Figure 3.12.

e conversation path lengths display a pronounced bimodality that corresponds to how many edges are

involved in the path: values around 1 involve a single edge, values around 2 involve two edges, etc. is is

unsurprising given the fact that most conversation edge values are small, as seen in Figure 3.8a, and thus most

edge lengths are approximately one. e maximum point at each time step is the diameter of the network.

We can see that paths are generally short, usually involving at most one intermediary. Indeed, in all but the

ĕrst week, a majority of the shortest paths involve only a single edge. is is unsurprising given the strong

connectivity of the network seen in Figure 3.7.

Paths in the colocation networks are also short, butmuchmore so than paths in the conversation networks.

However, the clustering of lengths around one does not reĘect the same semi-discrete path lengths as in the

conversation networks. ere is much more variation in edge values in the colocation network (Figure 3.8b)

so paths that traverse two edges can be as short as those that traverse only one. Nevertheless, regardless of how

many edges are involved, most paths are still short.

3.5.5 Discussion

All of themetrics above reveal that the colocation and conversation networks are very different. e colocation

networks are denser, and show correspondingly higher transitivity and shorter path lengths. ose differences

are probably explainable through the simple phenomenon of shared classes. When many subjects attend the

same class they are all colocated for a long period of time. is provides the opportunity for a single interaction

event—the shared class—to create a large clique with heavily weighted edges in the network. Such large, strong

cliques will naturally increase theirmembers’ degrees and clustering coefficients as well as theweighted triangle

count of the entire network. Indeed, those three metrics are much higher for the colocation networks than the

conversation networks.
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Figure 3.12: Path length distributions.
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Additionally, since all members of the cohort have offices in the same building, they have many oppor-

tunities to be physically proximate. at is reĘected in the very different distributions of edge values for the

conversation and colocation networks. e conversation networks have far more zero-valued edges, and lower

non-zero values. e colocation networks have comparatively few zero-valued edges, suggesting that almost

any subject is physically near most other subjects at least brieĘy during the week. Of course, subjects that

share a class will have decidedly non-brief periods of time spent colocated. at difference may explain the bi-

modal colocation degree distributions of weeks 4 through 7 (Figure 3.8b), where there seems to be a distinction

between pairs who spend much time together and pairs who only come together in passing.

When examining the changes in degree distributions as time progresses, the conversation distributions

seem to become more stable, while the colocation distributions continue changing. at is perhaps because

some durable social network begins to form. e inĘuence of that durable network on time spent in conversa-

tion may gradually become greater than the inĘuence of external factors, such as time spent together in class.

Time in class would certainly have a larger effect on the colocation distribution. Unfortunately, the simple

summary statistics presented here are not capable of distinguishing the relative importance of different factors

on the network’s evolution (a problem that will be addressed more in Chapter 4).

Whether the colocation networks or the conversation networks are to be preferred depends on the ultimate

research question considered. If the spread of the Ęu, for example, is to be considered then the colocation

networks may be more relevant. However, if the spread of information through face-to-face communication

is to be considered then obviously the conversation networks are more relevant than the simple colocation

networks.

Regardless of which is more important, the measures above reveal that the two networks are very differ-

ent for this population, and that distinction that should inform future studies of real-world social networks,

especially those that are based on only measurements of colocation and not actual interactions.
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Chapter 4

Exponential Random Graph Models for

Social Behavior Data

e descriptive analyses presented in the last chapter are able to show important differences between conver-

sation and colocation networks, but they yield only the most basic conclusions about the how the networks

change over time. ere are hints of changes over time, but they are difficult to verify.

For example, both the clustering coefficients and triangle values (Figures 3.10a and 3.11a) seem to suggest

that transitivity decreases over time, but there are also corresponding changes in density (Figure 3.8a) and

degree (Figure 3.9a) that may explain any change in transitivity. Complicating that is the fact that many of the

changes are complex. From week 7 to week 8 the mean edge value increases but the median drops to zero.

How does that increase in variation between edge values interact with any potential change in transitivity?

Another examplementioned above is the fact that the colocation degree distributionsmove sharply toward

larger values in the ĕnal weeks while the conversation degrees remain relatively stable or increase only slightly.

Is there some durable, latent social network that is exerting more inĘuence on time in conversation than the

possibly exogenous factors inĘuencing time in conversation? If so, what are the relative importances of those

two potential inĘuences?

To be sure, the problemofmultiple overlapping inĘuences, such as the examples in the previous paragraphs,

is not unique to networks of social behavior data. For example, it has long been observed that social networks

have much greater triangle counts than would be expected in a random network Davis (1970); Holland and

Leinhardt (1975). A large number of triangles could occur for many reasons, three of which are enumerated

Parts of this chapter were previously published in (Wyatt, Choudhury and Bilmes, 2008) and (Wyatt et al., 2010).
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by Goodreau et al. (2009). (i) People may have ties to others who are similar to them (homophily), groups of

similar people will then form clusters with a coincidentally high number of triangles. (ii) ere may be a few

hub nodes of very high degree; any random tie between a hub’s neighbors will complete a triangle. (iii) People

may genuinely become friends with the friends of their friends (“true” structural transitivity).

To untangle these overlapping effects, we need a model capable of assigning probabilities to networks and

quantifying how much changes in one statistic effect the probability of a network. With their interpretable

parameters and ability to easily incorporate many statistics of interest, exponential family models of the form

of (1.3) are excellent candidates.

e networkmodels that have been developed in that form are known as exponential random graphmodels,

or ERGMs. is chapter provides a short history of the development of ERGMs (Section 4.1) before discussing

two extensions that we havemade to ERGMs. ese extensions exploit the richness of social behavior data and

enable the new models to: (i) recover latent networks where hidden social relationships are observable only

through noisy behavior data (Section 4.2), and (ii) discover long range, high level properties of evolving social

networks using time-inhomogeneous models (Section 4.3).

4.1 A Brief History of Exponential Random Graph Models

Exponential family models, and graphical models of them, began to be applied to social network data in the

1980’s. is section provides a history of the development of ERGMs, the problems discovered along the way,

and the most recent advances in the ĕeld.

4.1.1 Early Exponential Random Graph Models

Holland and Leinhardt (1981) proposed perhaps the ĕrst exponential family model of a social network. In its

most general form, the model deĕnes a linear exponential family of distributions over networks that takes the

form of Equation (1.3) with Y representing the adjacency matrix for a social network. e partition function

of Equation (1.4) must then be taken over all O(2N2) possible networks—an intractability that early modelers

oen tamed only through resorting to unrealistic assumptions.

The p1 model

Holland and Leinhardt overcome that intractability by restricting the set of features to those that allow the

model to factorize in a way that makes (1.4) easy to compute. ese features all rely on a dyad independence

assumption: the two random variables Yij and Yji for the dyad (i, j) depend only on each other and are

marginally independent of all other variables representing all other ties in the network. Holland and Leinhardt
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(1981) refer to this class of models as p1 to emphasize that it is only the ĕrst of many network models in the

form of (1.3) that could be explored.

When using their model to simply predict back the training data (Sampson’s network of 18 monks; Samp-

son, 1969; White et al., 1976), Holland and Leinhardt ĕnd that none of the observed ties have probability

greater than 0.5; that 2/3 of them have probability less than 0.3; and that the most likely network, according to

the learnedmodel, is the empty network. A potential reason for this is that the network beingmodeled displays

considerable clustering. e nodes can be separated into 3 clusters so that only 4 ties cross cluster boundaries.

A better model would account for transitivity effects and clustering.

Markov Graphs

To extend the p1 model to incorporate dependencies between dyads Frank and Strauss (1986) introduce a class

of models for random graphs governed by a speciĕc conditional independence assumption: two possible ties

are considered conditionally independent, given the rest of the network, if they do not share a node.

Such models are called a Markov graphs since the class incorporates a Markov independence assumption

for dyads, analogous to the assumption employed in Markov chains for temporal data or lattices for spatial

data. is assumption captures the intuition that the forces driving a network’s formation act only within a

local context. Information about (i, j) provides direct information about all of i and j’s other potential ties,

but only indirect information about the rest of the network. For example, (i, j) provides information about

(k, l) only through e.g. (j, k). Nevertheless, that locality is very expansive and the diameter of the graphical

model is only 2 (as demonstrated in the previous sentence) so there can still be a strong dependence between

all variables.

As it does for other classes of models (chains, lattices), the Markov assumption also provides a computa-

tional advantage. For a Markov graph, changing yij will only effect features involving the rows and columns

for i and j in Y. us the entire network does not need to be visited in order to update a feature vector. at

is a great advantage for algorithms like Metropolis-Hastings (Section 1.4.5) that require repeatedly changing

variables and recomputing feature values.

e graphical model for a Markov graph has one node per dyad in the network and an edge between

nodes if the potential ties corresponding to those nodes are incident—share a person—in the social network.Ƭ

Figure 4.1 shows the graphical model for a 5 node network and Figure 4.2 shows the corresponding factor

graph. e factor graph makes the dependencies through people (nodes in the social network) much more

clear.

¹e “graph” in the term “Markov graph” does not refer to the dependency graph of the graphical model but to the random
graph—the social network—that is being modeled. is is a source of confusion between the social network and machine learning
literatures.
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Figure 4.1: The undirected graphical model for a 5 node Markov graph. The green clique models the

triangle {(2, 3), (2, 4), (3, 4)}. The red clique models the stars around node 1.

Figure 4.2: The factor graph for Figure 4.1 with factors (rectangular nodes) defined for maximal cliques.

Colored factors correspond to cliques of the same color in Figure 4.1.

.

Figure 4.3: A 4-star, 3-star, 2-star and edge. Example subgraphs that are valid features in a Markov

graph.
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By deĕnition, each clique in the graphical model contains only dyads that share an actor with every other

dyad in the clique. ese cliques can be divided into two sets: (1) those of size 3 corresponding to triangles

in the social network (shown in green in Figure 4.1), and (2) those of sizes 2 < k < n − 1 corresponding to

various k-stars in the social network (shown in red in Figure 4.1). A k-star is simply a person with (at least) k

ties. Figure 4.3 shows examples of 4 through 1 stars in a social network.

e Markov graph framework deĕnes a class of models by constraining the set of allowable features to be

those that agree with the Markov assumption. A researcher must still choose from those allowable features

the appropriate features for the network that is to be modeled. e allowable features for the star cliques are

indicators for the occurrence of each k-star in the network. However, any star clique of size less than n − 1

will be a subclique of a maximal star clique of size n − 1. Moreover, any k-star also contains
(

k
j

)
j-stars (with

j < k), so some subgraphs will be counted multiple times if both k-star and j-star indicators are used. Each

maximal (n−1)-star clique will contain all the tie variables for a single actor in the social network. us, Frank

and Strauss (1986) point out, the star count features could be replaced with a histogram of actor degrees that

would capture the same information while avoiding the multiple count problem (a statistic used by Moreno

and Jennings in 1938, and that will reappear in Section 4.1.2).

e unique (that is, those not already possible with a star clique) allowable features for the triangle cliques

are simply indicators for every potential triangle in the network.

Finally, Frank and Strauss assume homogeneity across the network so that all triangles and k-stars (of the

same k) are equally likely, regardless of which actors they contain. us the features can be reduced to just

counts of triangles and k-stars (as in Equation (1.12)).

Working with ERGMs

Aer Frank and Strauss, researchers continued usingmodels that agreed with theMarkov graph independence

assumption. Wasserman and Pattison (1996) called such models p∗ models since they generalize the p1 model

of Holland and Leinhardt. Because of their exponential family formulations such models are also referred to

as exponential random graph models or ERGMs.

In addition to the features described above, most deployed models also include information about nodal

covariates. Nodal covariates are properties of the people in the network such as age, sex, political affiliation,

whether they smoke, etc. If the nodal covariates are expressed in an additional vector x, then the log-likelihood

can be broken down into the form

L(θ|Y, x) = θn
Tfn(Y)︸ ︷︷ ︸

structural factors

+ θp
Tfp(Y, x)︸ ︷︷ ︸

covariate factors

− log Z(θ) (4.1)

where the features in the nodal covariate factors include information about both network structure and per-
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sonal characteristics. Examples of such features are the number of ties whose endpoints are both smokers, or

the squared difference in age between all tie endpoints.

Including nodal covariates helps distinguish “truly” structural effects from those explainable through per-

sonal characteristics—such as the homophily induced transitivity mentioned above. For the same reason, it is

also important to include potentially confounding structural features: all sub-graphs of the structural features

of interest. Including a parameter for each confounder ensures that the effect size of the desired feature is

accurately estimated.

4.1.2 Model Degeneracy

By the early 2000’s work had begun on MCMC methods for ERGMs. Unfortunately, much of that work called

into question many earlier ERGM speciĕcations.

Besag (2000) presents an MCMC method for testing models by constructing Markov chains whose sta-

tionary distributions are uniform over networks with speciĕc feature values set to match the exact values of

features in the data. Tests are then done by choosing a set of test features that are not used in the Markov chain

and comparing the test feature values of the data to the test feature values generated by the Markov chain. Be-

sag tests several proposed models from Wasserman and Pattison (1996) and Anderson et al. (1999) and ĕnds

that none of them produce sampled networks that come close to matching the real data.

Using MCMC to sample from ERGMs with varying parameter values Snijders (2002) found that many

parameter values lead to either distributions that place most of their mass on almost (or entirely) full or empty

networks. Other values lead to bimodal distributions that split mass between the almost (or entirely) full and

empty modes but put very little mass on more realistic networks between those modes. ose distributions

can have the same expected values as the observed data—since the mean will fall between the modes—but

the observed data is nevertheless extremely unlikely according to the model. Furthermore, it is difficult for

MCMC—particularly Gibbs sampling—to move between the modes of the distribution. is poor mixing will

in turn result in a poor approximation of the gradient in Equation (1.6).

Handcock (2003, aer Strauss, 1986) calls this phenomenon model degeneracy. A model is considered

degenerate if it places most of its probability mass on very few networks. Recalling from Section 1.4.3 that F is

the image of f(Y) and that the MLE does not exist for points that are not in the interior of the convex hull of F

(Barndorff-Nielsen, 1978, Ch. 9), a model and its parameters are considered near degenerate if the mean-value

point they deĕne is near the boundary of the convex hull of F . atmeans that the ĕttedmodel will placemost

of its probability mass on networks on the boundary of the convex hull, and those are generally less plausible

networks.

Handcock also shows that the MCMC MLE will not exist if the convex hull of the samples to be reweighted
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.

Figure 4.4: A 4-triangle, 3-triangle, 2-triangle and triangle.

in (1.37) does not contain the network being modeled. Learning, then, becomes a problem in degenerate

models because they will causeMCMC to stay at a handful of networks that deĕne a convex hull well away from

the observed data. Finally, Handcock deĕnes a model as stable if small changes in its natural parameterization

result in small changes in its mean-value parameterization.

4.1.3 New Formulations of ERGMs

Intuitively, degeneracy can arise from the linear form of the model together with the relatively simple features

explored. For example, assume that in some model a negative parameter is learned for density and a positive

parameter is learned for the number of triangles. at means that, all other features kept equal, adding two

triangles to the network increases its log-probability twice as much as adding one triangle. And adding three

triangles increases its log-probability three times more than one triangle. e converse is true for edges: re-

moving two is twice as log-probable as removing one, and so on. Only a small number of parameter values are

able to strike a balance between the two—and even then they may result in degenerate bimodal distributions.

To alleviate that, researchers began trying higher order features such as 3-and 4-star counts as well as

analogous generalizations of triangles to k-triangles (see Figure 4.4). If negative parameters are learned for

larger stars and triangles, it would move mass away from fully connected networks. Note that k-triangles are

not consistent with the Markov graph assumption and indeed the graphical model implied by them is fully

connected.

Robins et al. (2007) observe that models with k-star features tended to learn (when they could be ĕt at all)

k-star parameters that decrease in absolute value and alternate in sign as k increases. at phenomenon can be

encoded into the model by adding an alternating k-stars feature, as well as the similar alternating k-triangles

feature (Snijders et al., 2006):

sa(Y) =
n−1∑
k=2

(−1)k sk(Y)
λk−2 alternating k-stars (4.2)

ta(Y) =
n−2∑
k=1

(−1)k tk(Y)
γk−1 alternating k-triangles (4.3)
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where sk and tk are the counts of k-stars and k-triangles, respectively. λ and γ are a ĕxed rates of decrease that

must be either speciĕed in advance or individually tested through an “outer loop” cross validation process.

e reliance on rates that are effectively parameters in Equation (4.2) and (4.3) means that the “features”

are no longer solely a function of the data and the model is not of the form in (1.1) and thus is not (as written)

an exponential family.

Curved Exponential Random Graph Models

Hunter and Handcock (2006) shows how to reformulate the above features so that the model can be written

in the form of (1.13). is requires introducing two new sets of features, both of which assume an undirected

network:

d(Y) =

[∑
i

1[Yi+=1)],
∑

i

1[Yi+=2)], · · ·
∑

i

1[Yi+=n−1]

]
degree histogram

(4.4)

v(Y) = [M1(Y), M2(Y), . . . , Mn−2(Y)] edgewise shared partner (ESP) histogram

(4.5)

with

Mk(Y) =
∑
i<j

Yij1[(
∑

l
YilYjl)=k] number of ties with k shared partners

(4.6)

Note that (4.4) excludes nodes with degree zero and (4.5) excludes dyads with no shared partners. ose

exclusions avoid creating a linear dependency in the features and thus keep the family minimal.

To model the geometric decrease in parameter values, the natural parameters for these new histogram

features are constrained to follow a predeĕned function. at constraint is incorporated into η(θ), not f(y),

so the model remains a valid curved exponential family:

ηd
k(θd, θd

w, θd
r ) = kθd + θd

weθd
r (1 − (1 − e−θd

r )k) degree parameter constraint with density (4.7)

ηt
k(θt

w, θt
r) = θt

weθt
r (1 − (1 − e−θt

r )k) edgewise shared partner constraint (4.8)

e above constraints are applied to the natural parameters (with indexes adjusted appropriately to match

their positions in f ) so that the feature dk(Y) gets natural parameter ηd
k(θd, θd

w, θd
r ) and similarly for tk(Y).

e θw embedded parameter is the usual multiplicative weight that indicates how important the feature is and

whether increasing its value increases or decreases the probability of the data. e θr parameter is the rate at

which the natural parameter values diminish as k increases. θd is the same density parameter that has been
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Figure 4.5: A stylized depiction of the parameter constraint (4.7) applied to the degree histogram. The

left plot shows the “cost” of a negative density parameter. The middle shows the diminishing returns curve

eθr (1 − (1 − e−θr )k). Their sum is on the right.

used since the p1 model, only here it is incorporated into the natural parameters for the degree histogram since

that histogram implicitly includes the network density as 1
2
∑

k ksk(Y).

e form of this parameter constraint has an appealing intuitive interpretation. e function eθr (1 − (1 −

e−θr )k) deĕnes a curve that gradually slows in growth as k increases (Figure 4.5, middle). at reĘects the

notion that increases in degree or number of shared partners are beneĕcial, but that there is a diminishing rate

of return asmore edges or shared partners are added. With this constraint, three triangles are no longer exp(3)

times more probable than one triangle.

In the context of diminishing returns, the density parameter θd in (4.7) can be interpreted (assuming θd <

0) as the “cost” of adding an edge (Figure 4.5, le). e combination of the cost with the diminishing returns

function can identify the point at which the beneĕt a person receives fromhaving a higher degree is outweighed

by the cost required to (for example) maintain those edges. at point (Figure 4.5, right) can be interpreted as

the “ideal” degree for the network.

e combinations of histogram features and parameter constraints above are referred to together in mod-

els as the geometrically weighted degree (GWD) and the geometrically weighted edgewise shared partners

(GWESP). Similarly to the nesting of 2-stars within triangles, these new features also require accounting for

the nesting of dyadwise shared partners within edgewise shared partners:

q(Y) = [P1(Y), P2(Y), . . . , Pn−2(Y)] the dyadwise shared partner histogram (4.9)

with

Pv(Y) =
∑
i<j

1[(
∑

k
YikYjk)=v] the number of dyads with v shared partners (4.10)

eonly difference between (4.10) and (4.6) is that (4.10) does not considerwhether or not a tie exists between i

and j and thus Uk(Y) ≥ Tk(Y). e natural parameters for (4.9) are constrained exactly as those for (4.5), but
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with their own embeddedweight and rate parameters. Together, those are called the the geometricallyweighted

dyadwise shared partners (GWDSP). Including GWDSP accounts for any baseline tendency for pairs to have

shared partners and allows GWESP to be interpreted as capturing the effect of transitivity in the network.

e curved exponential formulation allows many features to be used that would not be possible in an

unconstrained model. Using the degree histogram in an unconstrained ERGM would almost certainly lead

to an unlearnable model. It is unlikely that any real data will contain nodes of each possible degree, which is

needed to ensure its features do not lie on the boundary of the convex hull of F . e same is true for shared

partner counts. By constraining the parameters, that concern disappears. However, recall from Section 1.4.3

that the log-likelihood for models deĕned with a curved exponential formulation is not, in general, convex. So

the convenience of the non-linear parameter constraint comes at the cost of sacriĕcing convexity.

4.2 Latent ERGMs

ERGMs, like almost all other existing social network analysis techniques, have been used almost solely on

survey data. In addition to being usually static and binary, survey data—especially when it concerns recalled

behaviors—is subject to some unknown cognitive processing that may cause the observed answers to differ

from reality. Krackhardt suggests that one interpretation of the poor recall ĕndings of e.g. Bernard et al.

(1982) is that they “simply constitute evidence that one should not bother collecting behavioral data, since

they do such a poor job of capturing the cognitions which live in peoples’ heads” (Krackhardt, 1987). In other

words, if the object of study is the subjects’ perceived structure of social relationships, then surveys are far

more preferable measurement instruments than recordings of behavior. Krackhardt clariĕes that, of course,

different research efforts may be more or less “interested in discovering the behavioral patterns, the cognitive

patterns, or the relationship between them” (Krackhardt, 1987).

is distinction between cognitive social structure and behavioral social structure suggests a new approach

for modeling networks of social behavior. Rather than modeling the behavior directly, we can model some

abstract social structure that is itself unobservable but that does help explain any observed behavior. Note that

survey answers, too, are only indirect observations of the latent structure. Reasoning about this latent structure

when given only social behavior data requires, in the words of Marsden (1990), “some means of abstracting

from these empirical acts to relationships or ties.”

at process of abstracting from noisy observation to latent ties is implicit in other social behavior studies

that deĕne simple thresholds or heuristics to discard observations that are believed a priori to be noise. e

remaining observations are then considered a direct observation of the “true” network (e.g. Palla et al., 2006;

Kossinets andWatts, 2006). Suchmethods are unsatisfying because the deĕnition of noise is ad hoc and it does

not propagate any uncertainty about the latent structure into later analyses.
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e Ęexible form of (1.3) makes it straightforward to extend ERGMs to jointly model both noisy observa-

tions and latent structure. e latent network is still modeled with a set of random variables Y corresponding

to its adjacency matrix. To those, we add a set of observation variablesX that capture any behavior data under

consideration. Y are then simply treated as latent, or hidden, variables and marginalized out.

If there the latent structure, the observed structure, and the relationship between them have distinct prop-

erties that are best considered individually, that can easily be done by separating those properties into different

sets of factors. In this work, we use only models that consider latent structure and the relationship between

the latent structure and observed data. For those models, the marginal distribution of the observations can be

written as

p(X) =
∑

Y∈Y

P (X, Y) (4.11)

=
∑

Y∈Y

1
Z(θ)

eη(θ)Tf(X,Y) (4.12)

=
∑

Y∈Y

1
Z(θ)

exp

ηs(θ)Tfs(Y)︸ ︷︷ ︸
structural factors

+ ηo(θ)Tfo(Y, X)︸ ︷︷ ︸
factors relating

observations to structure

 (4.13)

e structural features fs can be any of those used in traditional ERGMs. e new observation features fo will

need to be deĕned according to the problem of interest.

Related Work Butts (2003) presents a method for explicitly modeling the error of survey respondents while

also recovering the “true” latent network that generated the survey observations. at approach is similar in

spirit to our, but different in motivation. For Butts, both the latent and observed networks are assumed to be

binary. Any disagreement between them is attributable to informant inaccuracy. e relationship that we are

modeling between the observed data and the latent network is not one of measurement error, but rather that of

the generation of behavior within some abstract social structure. (ough extensions to model measurement

error are possible, and discussed below in Section 4.4.) Another key difference between our approach and that

of Butts is that he uses only a dyad-independent model for the latent network. We consider a richer model that

accounts for dependence between dyads.

4.2.1 Latent Networks and Conversation Data

In our model, the speciĕc observation data used is C, the matrix of proportions of time spent in conversation

(deĕned in Section 3.5). e latent network is assumed to be binary.

We deĕne two new factors that relate the proportion of time two people spend in conversation to the
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probability of a tie between them existing in the latent network. ese new factors, similar to the GWD and

GWESP factors, involve histograms of features combined with a “diminishing returns” parameter constraint.

e new histograms are c(Y, X) and n(Y, X) where

cv(Y, X) =
∑

ij

Yij1[zv≤Cij<z(v+1)] (4.14)

nv(Y, X) =
∑

ij

(1 − Yij)1[zv≤Cij<z(v+1)] (4.15)

where z is a pre-speciĕed bin width and the indexes v range from zero to whatever upper limit is necessary

to include the maximum observed value. For our data, z = 0.14% ≈ 3 minutes for the pair with the largest

amount of overlapping recording time. Since pairs are only counted in the c histogram if an edge exists between

them in the latent network, we refer to c as the “edge on” histogram. Similarly, we refer to n as the “edge off”

histogram. As with the degree and shared partner histograms described above, one bin is excluded from the

set of model features to avoid a linear dependence and keep the family minimal.

Tomodel the intuition that spendingmore time in conversation increases the probability of a tie, but only to

a point, we use the same “dimishing returns” constraint on the natural parameters for c and n as that of GWD

and GWESP. To model the notion that there is some “cost” associated with time spent in conversation, we also

include a linearly changing weight analogous to that used to model network density in the degree histogram

feature. Taken together, those two assumptions mean that the parameter constraints for c and n are identical

in form to those deĕned in Equation (4.7). e speciĕc functions that place natural parameters on the bins of

c and n, along with their embedded parameters, are thus

ηc
k(θc, θc

w, θc
r) = kθc + θc

weθc
r (1 − (1 − e−θc

r )k) for c (4.16)

ηn
k (θc, θn

w, θn
r ) = kθc + θn

weθn
r (1 − (1 − e−θn

r )k) for n (4.17)

Note that the ĕrst embedded parameter, θc, is shared between the histograms. θc is the parameter meant

to model the “cost” of time spent in conversation (if it is negative). Since the total amount of time spent in

conversation is split between the two histograms, the same cost must be applied to both.

θc
w and θn

w are the multiplicative weights, and θc
r and θn

r are the rate parameter. Presumably, θc
w will be

positive, denoting the fact that more time in conversation increases the probability of a latent tie existing be-

tween a pair. Similarly, θn
w should be negative, since more time in conversation will decrease the probability

of there being no tie between a pair.

Of course, since there is no way for the model to distinguish a priori which histogram is “edge on” and

which is “edge off”, we place a Gaussian prior on θ to encode those assumptions. We further restrict the prior

to a simple diagonal covariance, which is equivalent to a single univariate Gaussian prior on each component

of θ. e speciĕc prior parameters that we use in our experiments are as follows. All multiplicative weights
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have a mean of zero and unit variance. All rate weights have a mean of 1 and variance of 0.5. e “edge on”

conversation weight has a mean of 1, and the “edge off” weight has a mean of -1. Both have unit variance. e

addition of the prior changes the marginal probability of the observations from (4.12) to

p(X) =
∏

i

1√
2πσ2

i

e
− (θi−µi)

2σ2
i

∑
Y∈Y

1
Z(θ)

eη(θ)Tf(X,Y) (4.18)

where µi and σ2
i are the prior mean and variance matrix, respectively, of θi.

e structural factors that we use (in addition to the conversation factors) are the GWD, GWDSP, and

GWESP.

4.2.2 Fitting the Model

With the prior, parameter estimation becomes maximum a priori (MAP) estimation, and is no longer tech-

nically maximum likelihood estimation. We can still easily employ gradient-based numerical optimization

methods, though. e gradient of the log-likelihood for models of the form of (4.18) is

∂

∂θ
L(θ|X) = ∇η(θ)T

(
E
Y

[
f(X, Y)

∣∣X, θ
]

− E
X,Y

[
f(X, Y)

∣∣θ])+ Σ−1(θ − µ) (4.19)

where ∇η(θ) is the Jacobian of η(θ), as it was in (1.16), and Σ is the diagonal covariance matrix of the

prior. e conditional expectation in (4.19) that did not appear in (1.16) is the result of introducing, and then

marginalizing out, the latent variable Y.

Both of the expectations required for (4.19) can be approximated with MCMC (as described in Section

1.4.5). For a general Metropolis-Hastings chain approximating the conditional expectation on the le the

proposal distribution also conditions on the observed value of X and thus takes the form q(Y = Y′|Y, X).

We use ĕrst-order stochastic gradient ascent to ĕnd the MAP estimate. Assuming that we can observe

multiple networks, we take one gradient step for each observed network. Even using the new ERGM features

devised to avoid degeneracy, we found that learning could diverge if gradient steps moved too far beyond a

realistic range of the parameters. To avoid this, we normalize the gradient by its norm so that no step will

increase any weight by more than 1.

4.2.3 Experimental Results

We performed two sets of evaluations of our model: one on synthetic data and one on the Spoken Networks

data. On the spoken networks data, we restrict our analyses to the ĕnal 6 weeks. ose are the weeks with the

most data and during which the networks’ properties seem the most stable. at stability (perhaps) justiĕes

treating the separate networks as independent observations from the same distribution.
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Figure 4.6: Distances from true to learned weights during learning on synthetic data.

Both evaluations take the same form. Each must learn the parameters for a 24 node network given 6

separate noisy observations for that network. Each set of observations contains information about all of the(24
2
)

= 276 pairs. We assume that all 6 observations were generated by a single, ĕxed distribution and thus use

all six observations to learn one set of parameters for the model speciĕed above. Note that learning one set of

parameters is not the same as learning a single latent structure. Each of the 6 observations may be generated

by different latent networks. We only assume that all of the latent networks have the same global properties

(density, transitivity, etc.).

Aer the parameters have been learned, they are used to sample from the posterior distribution for the

latent social network of each of the 6 examples separately. emean of the samples for each latent edge variable

is interpreted as the posterior probability of that edge. A concrete realization of the posterior network can be

had by ĕxing a threshold and assembling the network of all edges with posterior probability greater than that

threshold.

Synthetic Data

To test that our model is capable of recovering latent structure we ran it on a synthetic data set designed to

simulate our real data. We used weights that had been ĕt to actual data to generate synthetic latent networks

and times in conversation. In the synthetic data we knowboth the true parameters and the true latent structure,

so we can evaluate our technique in terms of how well it recovers the original parameters and how well it can
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Figure 4.7: Solid lines are ROC curves for 6 synthetic data experiments. Dashed line indicates equal TPR

and FPR.

Table 4.1: Mean performance on synthetic data at varying thresholds.

reshold Accuracy True Pos. Rate False Pos. Rate

0.50 0.874 0.963 0.152

0.75 0.930 0.926 0.069

0.90 0.948 0.891 0.036

0.95 0.955 0.859 0.017
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(a) Conversation network.
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(b) Inferred network.
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(c) Survey network.

Figure 4.8: Conversation, inferred, and survey networks for week 4.

infer the latent structure.

Figure 4.6 shows, for each gradient step in the learning procedure, both the Euclidean distance between

the current learned weights and the true weights and an approximation of the Kullback-Leibler divergence

between the two sets of weights. e expectation required for the KL divergence is estimated using only the 6

training examples, so the KL approximation is extremely coarse.

Figure 4.7 shows the ROC curves for all 6 examples. For a threshold t, the true positive rate is the number

of edges with posterior mean greater than t that are in the true latent network, divided by the total number of

edges in the true latent network. e false positive rate is the number of edges withmean greater than t that are

not in the true network, divided by the total number of non-edges (unconnected pairs) in the true network. As

t is raised, the true positive rate increases sharply while the false negative rate remains small. Table 4.1 shows

speciĕc values for aggregate accuracy, true positive rate, and false positive rate at 4 different thresholds. For

example, at a threshold of 0.75, we can recover the latent structure with 93% accuracy while only suffering a

7% false positive rate. In the synthetic data, the model is able to recover the latent structure quite successfully.

Spoken Networks Data

For the Spoken Networks data, evaluation of the inferred latent networks is difficult since the hidden struc-

ture that we are trying to recover is genuinely hidden—there is no ground truth to which we can compare it.

However, recall that the subjects answered survey questions about their interactions. Since they only recorded

sensor data during school, we can use the responses to the research and coursework questions to build a sep-

arate observation of the same latent network. We stress that these surveys should not be considered ground

truth, but rather a second noisy observation of the same latent social structure. Nevertheless, one would expect
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Table 4.2: Agreements between survey networks and random networks, raw conversation networks, and

inferred conversation networks.

Inferred vs. Random Inferred vs. Raw Raw vs. Random

Week Random Raw Inferred diff. p diff. p diff. p

1 0.595 0.616 0.717 0.123 .0012 0.101 .0058 0.021 .3035

2 0.544 0.629 0.696 0.151 1.2E-4 0.067 .0493 0.085 .0214

3 0.511 0.633 0.638 0.127 .0013 0.040 .4578 0.123 .0018

4 0.664 0.803 0.823 0.159 1.0E-5 0.019 .2788 0.139 1.1E-4

5 0.768 0.794 0.830 0.062 .0350 0.036 .1400 0.026 .2313

6 0.768 0.822 0.844 0.076 .0117 0.023 .2383 0.054 .0592

Overall 0.641 0.713 0.758 0.116 1.4E-13 0.045 .0016 0.071 6.0E-6

there to be some agreement between our inferred structures and those expressed in the surveys.

Indeed, that is what we found. Using a threshold of 0.5, we compared the inferred networks to the survey

networks and computed the number of edges for which they agreed. We compute the same agreements for

random networks with the same expected density as the survey network, and for the network formed by the

raw conversation data (that is, a network with edges for any pair who ever spent time in conversation). Results

for these comparisons are in Table 4.2. Samples of the raw, inferred, and survey networks for week 4 are in

Figure 4.8.

For all weeks, the inferred networks have better agreement with the surveys than random networks, and

the improved agreements are statistically signiĕcant (one-tailed t-test). e inferred networks also have better

agreement than the raw networks in all weeks. While those improvements are not statistically signiĕcant in all

weeks, they are signiĕcant in aggregate.

Interpreting the parameters As with any ERGM, the learned parameters provide information about the

process that generated the network. Of speciĕc interest for the latent ERGM model presented here are the

parameters deĕning the relationship between observed time in conversation and the existence of a latent social

tie. Once the MAP parameters θ̂ are learned, we can easily compute the conditional probability of time in
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Figure 4.9: Conditional probabilities of time in conversation given existence of latent social tie.

conversation given the state of the latent tie as

p(Xij ≈ k|Yij = 1) = 1
Zc

eηc
k(θ̂c,θ̂c

w,θ̂c
r) (4.20)

p(Xij ≈ k|Yij = 0) = 1
Zn

eηn
k (θ̂c,θ̂n

w,θ̂n
r ) (4.21)

whereXij ≈ k is shorthand for the value of Cij falling in the k-the bin of the histogram: zk ≤ Cij < z(k+1).

Zc = 1 +
∑

k eηc
k(θc,θc

w,θc
r) normalizes the distribution, with Zn is deĕned similarly. e 1 + . . . accounts

for the le out bin, whose probability is 1/Zc (or 1/Zn). is transformation of η to p(X|Y) is precisely an

example of moving from the natural parameterization to the mean-value parameterization that is described in

Section 1.4.3.

Plots of these conditional probabilities for the 6 weeks of Spoken Networks data considered above are

shown in Figure 4.9. is plot shows several interesting facts about the network that can be derived from the

distributions. e point where the lines cross is the point at which a latent tie becomes more likely than a non-

tie. is threshold (about 6 minutes in the Spoken Networks data) could be interpreted as the point at which

conversation transitions from being courteous chit-chat and instead becomes the expression of a durable social

tie. e peak in the probability of time in conversation given an existing tie (about 12 minutes) could be seen

as the optimum time to spend in conversation in order to maintain a tie—beyond that diminishing returns

do not offset the increasing cost. Of course, these interpretations are very speculative, but they provide an

example of questions that could be addressed using this modeling methodology with social behavior data.
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4.3 Multi-valued Time-inhomogeneous Temporal ERGMs

e latent networkmodel of the last section is still a static model. We ĕt it tomultiple networks, but only under

the assumption that all of the observed networks come from the same distribution. at discards any infor-

mation about the evolution of the network over time. Since one of the exciting novel aspects of social behavior

data is its natural longitudinal nature, ignoring the temporal aspect of the data is unsatisfying. We would like

to know how inĘuences relate to changes in the network structure, and even whether the importances of those

inĘuences may themselves change over time.

is section provides an overview of the slim existing literature on temporal extensions to ERGMs and

then presents our contribution of a time-inhomogeneous temporal ERGM.

4.3.1 Existing Temporal ERGMs

Temporal ERGMs have been discussed for as long as ERGMs have existed. Holland and Leinhardt (1981) ex-

plicitlymention that their p1 model could be extended to include time series. Wasserman and Iacobucci (1988)

make that extension by allowing for multiple observations of a network at T different timesteps. Let Y now

be the sequence of all observed sociomatrices and Yt be the network observed at time t. To the static “within

timestep” features of Holland and Leinhardt’s p1 model, Wasserman and Iacobucci add a set of dynamic “be-

tween timestep” features that count how many ties persist between timesteps, how many ties become mutual,

and how many become asymmetric.

Wasserman and Iacobucci still assume total dyad independence both within and between timesteps, but

they also assume that the number of observed timesteps will be small and that the above features will be com-

puted for all (t, t′) : t < t′ pairs of timesteps. While that provides for a Ęexible model capable of capturing

long-range dependencies, it cannot scale to handle automatically collected data that is observed at very ĕne

scales and for very long periods of time (to say nothing of the unrealistic dyad independence assumption).

If thought of as a Markov chain, the order of Wasserman and Iacobucci’s model is T . Earlier, Holland and

Leinhardt (1977) proposed modeling each edge with a continuous-time Markov chain. If that were done with

Wasserman and Iacobucci’s model it would mean computing temporal features only for pairs of times (t, t′)

where there is no t′′ such that t < t′′ < t′.

Robins and Pattison (2001) present the ĕrst general model for temporal ERGMs that assumes a ĕrst-order
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Markov independence between timesteps. Speciĕcally, they model a sequence of networks as

p(Y1, . . . YT ) = p(Y1)
T∏

t=2
p(Yt|Yt−1) (4.22)

= 1
Z(ηs)

exp
{

ηs
Tfs(Y1)

}
×

T∏
t=2

1
Z(η, Yt−1)

exp

ηs
Tfs(Ỹt)︸ ︷︷ ︸

static factors

+ ηd
Tfd(Ỹt, Yt−1)︸ ︷︷ ︸
dynamic factors

 (4.23)

where

Z(η) =
∑

Ỹt∈Yt

exp
{

ηs
Tfs(Ỹt)

}
(4.24)

Z(η, Yt−1) =
∑

Ỹt∈Yt

exp
{

ηs
Tfs(Ỹt) + ηd

Tfd(Ỹt, Yt−1)
}

(4.25)

is easily allows any static feature from the existing ERGM literature to be used alongside any newly developed

dynamic feature.

In their speciĕc implementation Robins and Pattison only consider a data set with two timesteps (temporal

network data truly was scarce!) and they condition on timestep 1 so the static features only apply to timestep

2. ey explain that it is simple to generalize their chain graph model to more timesteps if one makes a time-

homogeneity assumption, which “although not atypical, would be a strong [assumption], implying that the

systematic processes are unchanged in effect size and direction across the entire measurement period.”

Hanneke et al. (2010, building on preliminary work by Guo et al., 2007) are the ĕrst to make that gener-

alization, and to do so they rely on exactly such a time-homogeneity assumption. Like Robins and Pattison,

Hanneke et al. condition on the ĕrst timestep. at conditioning becomes more important because they also

restrict their model to use only dynamic features that involve at most one dyad in the later timestep:

f(Yt, Yt−1) =
∑
i<j

fij(Y t
ij , Yt−1) (4.26)

In other words, only those features that allow the conditional distribution p(Yt|Yt−1) to factor over dyads in

Yt so that

p(Yt|Yt−1) =
∏
i<j

p(Y t
ij |Yt−1) (4.27)

is “conditional dyad independence” assumption, combined with conditioning on the ĕrst timestep, allows

for the same tractability as the static dyad independence assumption andmakes exact learning possible. Specif-

ically, (4.25) simpliĕes to

Z(η, Yt−1) =
∏
i<j

∑
y′

ij
∈Yt

ij

exp
{

ηTfij(y′
ij , Yt−1)

}
(4.28)



80

Note that (4.26) also allows any static dyad independent feature to be used since those are functions of just Y t
ij .

In addition to making learning tractable, the conditional dyad independence assumption admits easier

analysis of properties of the distribution in (4.27). Upper and lower bounds on the entropy and density of

the model can be derived. For a small network, Hanneke et al. compute the entropy of (4.27) for varying

parameter values and show that the entropy is high for small absolute parameter values and that the entropy

varies smoothly as parameters change. ese analyses suggest that themodels available through the conditional

dyad independence assumption are not degenerate and spread their probability mass across many networks.

4.3.2 Our Model

e assumption of time-homogeneity in the model of Hanneke et al. (2010) is very common, but Robins and

Pattison warn that “this assumption, although not atypical, would be a strong one, implying that the system-

atic processes are unchanged in effect size and direction across the entire measurement period” (Robins and

Pattison, 2001). In other words, while a time-homogeneous model can capture the surface changes in a net-

work—how ties come and go—they cannot capture changes in the underlying properties of the network, like

density or tendency to transitivity. Worse, most time-homogenous models also assume that the underlying

properties are stationary through time, whichmay not be the case in real social networks. Indeed, when testing

their model, Hanneke et al. explain that they have to discard the ĕrst few observations from their data since

they seem to be outliers when compared to later observations. A time-inhomogeneous model is one way of

ensuring that there is no stationary distribution for the underlying properties, and thus may be more suitable

for processes in which those properties evolve over time.

Perhaps the simplest way of achieving time-inhomogeneity is to have, as Wasserman and Iacobucci (1988)

did, completely distinct parameters for each timestep. Of course, that would not scale well to longer sequences.

More importantly, it would be hard to detect trends in the changes of underlying properties if each timestep

has its own completely unconstrained set of parameters. Ordinary stochastic variation could result in sudden

changes in parameter values that mask longer term trends. Some post hoc regression of yet another function to

the learned parametersmight be able uncover long term trends, but interpreting that regression—especially any

uncertainty around it—would require a complex set of assumptions. Instead, what is required is a constrained

time-inhomogeneity, one that allows for different parameters at each timestep but smooths away short term

Ęuctuations in order to reveal long range trends.

We propose exactly such a model that leverages the parameter constraints of a curved exponential family

to enforce smoothness while allowing time-inhomogeneity. Our model is also designed to directly examine

the network of behavior—not an unobservable latent network. Since the behavior network involves weighted

edges, we must also deĕne a new set of features capable of exploiting the information in the edge weights.
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Multi-Valued ERGMs

To retain some of the computational advantages of pseudo-likelihood and Gibbs sampling, we discretize con-

tinuous edge weights into v discrete, ordinal values. To permit comparisons with binary-valued models, the

values are scaled so that the smallest is 0 and the largest is 1. Simple network statistics can be redeĕned for this

model in the same straightforward manner presented in Section 3.5: the density of a network is the sum of its

edge values; a node’s degree is the sum of the values of the edges incident to that node.

More complicated features that involve subgraphs require deĕning the intensity of a subgraph. As in Sec-

tion 3.5.3, we use the geometric mean of the edge values composing the subgraph. For example, a shared

partner k for nodes i and j is deĕned to be a partner of intensity (yikyjk) 1
2 , where yij represents the multi-

valued edge between nodes i and j. e count of shared partners for a pair, SPij is the sum of these intensities:

SPij ,
∑

k

(yikyjk) 1
2 (4.29)

To model edgewise shared partners we take the product of an edge’s value with its shared partner sum:

ESPij , yijSPij (4.30)

Note that if v = 2 and all edge values are either 0 or 1, then our features are equivalent to the traditional ERGM

features.

Time-inhomogeneous ERGMs

For a time-homogeneousmodelwith s static features andddynamic features, a feature vector of length s+d can

be computed for each pair of adjacent timesteps. Time-homogeneity allows all of these vectors to be summed

into a single vector (clearly also of length s + d) that summarizes the entire sequence. By doing that, (4.23)

can be rewritten as

p(Y1, . . . , YT ) = 1
Z(ηs)

exp
{⟨

ηs , fs(Y1)
⟩}

×

1
ZT

exp

{⟨
ηs ,

T∑
t=2

fs(Yt)

⟩
+

⟨
ηd ,

T∑
t=2

fd(Yt, Yt−1)

⟩} (4.31)

where ZT =
∏T

t=2 Z(η, Yt−1) and we have switched inner product notation so ⟨u, v⟩ , uTv.

For our time-inhomogeneous model we compute the same set of features for each timestep but can no

longer collapse them into one sum since we also allow each timestep to have its own set of parameters:

p(Y1, . . . , YT ) = 1
Z(ηs)

exp
{⟨

ηs , fs(Y1)
⟩}

×

T∏
t=2

1
Z(ηt

s, Yt−1)
exp

{⟨
ηt

s, fs(Yt)
⟩

+
⟨
ηt

d, fd(Yt, Yt−1)
⟩} (4.32)
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us the feature vector for the entire sequence grows to length T (s + d) and the feature output for time t

begins at index [(t − 1)(s + d) + 1] in f . For example, consider a model that includes a single feature: network

density. e density of each yt is computed and placed at index t in the feature vector. e resulting vector is

the sequence of densities as the network evolves through time. Clearly, the longer the sequence gets, the longer

its feature vector gets.

However, by leveraging the functional form of η in a curved exponential family we can keep the number

of parameters ĕxed. And by choosing a Ęexible form for η we can smooth away short term variations in the

data to discover long range patterns of change over time.

Note that not only does having separated features per timestep allow for time-inhomogeneity, it also al-

lows—with properly deĕned transition features—for irregularly spaced observations. When observing a real-

world social network it is likely that observations may not appear regularly.

Features and Parameter Constraints

e models we employ use different combinations of three features: (i) the edge value histogram, (ii) network

anti-stability, and (iii) GWESP.

e edge value histogram is the simple vector of counts of howmany edges take each of the v discrete values.

One value (the highest) is excluded to avoid having a linear dependency among the features. For a multi-

valued model, this is a generalization of the usual network density feature (which is a trivial histogram with

one bin for a binary network). As mentioned above, the simple sum of Equation (3.1) is ambiguous in multi-

valued networks since it loses information about the distribution of edge values. e edge value histogram

preserves that information. ere is one multiplicative weight parameter per bin in the edge value histogram.

us, if the edge value histogram were the only feature in a time-homogeneous model, the model would be

a simple multinomial distribution over edge values. A time-inhomogeneous version is thus a time-evolving

multinomial.

Network anti-stability, a(Yt′
, Yt), is the sum of squared differences in edge values between observations:

a(Yt′
, Yt) ,

∑
ij

(Y t′

ij − Y t
ij)2

t′ − t
(4.33)

where t′ > t and there is no other observed timestep between t′ and t (thus implying aMarkov property). Note

that t′ need not be t + 1 (and frequently is not in our evaluations) so this feature is still capable of modeling

irregularly spaced observations. Dividing by t′ − t makes (4.33) equivalent to modeling the change in an edge’s

value (when all other features are held constant) as a discrete time Gaussian random walk. e parameter for

anti-stability is a simple multiplicative weight, and the learned value of that weight will be inversely propor-

tional to the negative of the variance of the Gaussian. Essentially, what the model learns is the variance of a
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Gaussian random walk that describes how edges change their values. In a time-inhomogeneous model, that

variance is allowed to change over time.

GWESP is as it is deĕned in Section 4.1.3. Our time-inhomogeneous version of GWESP allows only the

multiplicative weight to vary with time, which allows themodel to learn the (potentially) changing importance

of transitivity to the network.

e speciĕc constraint that we place on the time-varying multiplicative weights for each of these three

features is a sigmoid with offset:

ηt
fk

(θwk
, θak

, θbk
, θsk

) = θwk

(
1

1 + e−(θak
+θbk

t) + θsk

)
(4.34)

Speciĕcally, θwk
is the ordinary multiplicative weight for feature k. at weight is scaled by the logistic with

parameters θak
and θbk

. Since the logistic will only take values between 0 and 1, the offset parameter θsk
shis

it up or down, allowing it to cross zero. Features with a positive weight make the data more likely as they

increase in value and those with a negative weight make the data less likely as they increase in value. If the

learned sigmoid crosses zero at some time, it means that the model has found a point at which a feature has

shied between helpful and harmful for the network.

Note that what previously would have been one parameter, θwk
, in a time-homogeneous model is now 4

parameters in our time-inhomogeneous model. at is the cost of the increased Ęexibility provided, but it is

ĕxed: the number of parameters stays the same no matter how long the data sequence is.

Any number of functions could have been chosen to model time-inhomogeneity. We chose the sigmoid

for 3 reasons. First, the networks we consider are observed within bounded “episodes” for their respective

populations (one academic year, one senate session). We want to see if there is a shi from one underlying

regime to another, e.g. from low transitivity to high. Second, the logistic has an asymptotic bound. With 4

parameters we could have used a degree 3 polynomial, but that would grow inĕnitely as time increased. An

asymptotic function is more plausibly extended into the future. ird, while the logistic is deĕned for all real

values of t, in our speciĕcation t will always be positive and will be effectively bounded by some maximum T .

e θa and θb parameters allow the sigmoid to be shied le and right, so it is free to only decrease or only

increase. It can also stay constant if there is no time-inhomogeneity present in the data.

Of course, a single sigmoid models only a single change. For longer observation times or data where there

are multiple “periods” of observation (like several academic years), more complex models will be needed.

4.3.3 Evaluation

We test this model on two real-world social network data sets. First, a simple model applied to data from the

U.S. Senate illustrates the basic advantages of a time-inhomogeneous approach. enwe apply amore complex

model to the Spoken Networks data.
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In both data sets we quantize continuous edge values to v discrete values. All zero values are le at zero

and all non-zero values are quantized to v − 1 discrete points using k-means. e quantized values are then

normalized so that the maximum value is 1. We also experimented with equally-spaced and equally-weighted

binning schemes but found that the non-uniform binning provided by k-means produced the best model ĕts.

For the senate data, v = 5 and for the conversation data v = 10. (Initial experiments showed that the model

was robust across larger values of v Wyatt et al. (2009).)

To learn the parameters we ĕrst use pseudo-likelihood to ĕnd a starting point and then use Gibbs sampling

to approximate the expectation in (1.16). Despite their non-convexity, BFGS has been successfully used for

learning curved ERGMs (Hunter et al., 2008) and we use it as well.

Senate Data

esenate data comes fromFowler (2006a,b) and is the samepopulation considered byHanneke et al.. edata

captures the cosponsorship network of senators in the 108thUnited States Senate. When a bill (or resolution or

amendment, all referred to as “bills” here) is proposed in the U.S. Senate it must be sponsored by one senator.

Additional senators may sign on as co-sponsors of the bill any time before the senate votes on the bill.

We divide the senate data into sliding windows that are 28 calendar days long with 7 calendar day offsets.

If the senate is not in session for more than 28 calendar days in a row we include no measurement for that

period. Aer such a gap, the next window starts at the soonest date the senate is in session. From each window

we build an undirected cosponsorship network by adding edges between two senators if one cosponsored the

other’s bill during that window. e strength of the edge is the number of bills cosponsored during the window,

normalized by the number of days in session within the window (which adjusts for small variations due to e.g.

3 day weekends).

Figure 4.10 shows that the network’s density is clearly time-varying. We ĕt the simplest of our models to

this data: one that includes only the edge value histogram feature. Since the edges histogram feature assumes

all edges are independent, the gradient for this model can be computed exactly as can its predicted networks.

e green line in Figure 4.10 shows the expected density of the network as predicted by our model over time.

With v = 5 this model has 16 parameters.

e red lines in Figure 4.10 represent prediction from a time-homogeneous Markov chain that learns a

complete v × v transition matrix (and thus has 20 parameters). Each red line shows the expected density of a

separate chain run forward from every observed data point. As is to be expected, the chains quickly converge

to their stationary distribution. But that distribution is not near the data: the root mean square error for the

Markov chain is 87, but for the time-inhomogeneous model it is only 45.
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Figure 4.10: Density of senate networks with best fit values from time-homogeneous Markov chains and

a time-inhomogeneous edge value model.

Spoken Networks Data

We divide the Spoken Networks data into 2 day long windows with a sliding offset of 1 day. Due to academic

calendar Ęuctuations (and a technical issue aer the 3rd week) the recording weeks do not all start at evenly

spaced intervals. A network is built from each window by putting an edge between two students if they spent

time in conversation during the window. e edge’s weight is set to the proportion of time the pair spends in

conversation, as in Section 3.5

e model we apply to this data includes all three features described above: edge value histograms, anti-

stability, and GWESP. We ĕt both a time-inhomogeneous model that uses sigmoid constraints on the weights

and a time-homogeneous model that learns the same weights for all timesteps.

Hunter et al. (2008) propose a graphical goodness-of-ĕt test for ERGMs that is designed to easily reveal

any model degeneracy. Once a model has been ĕt, samples are drawn from it using MCMC. e empirical

distributions of features of the samples are compared to the features of the data. is will reveal degeneracy

(through, e.g., narrow or bimodal density distributions) as well as poor ĕts.

at “comparative samples” approach is the one we adopt for testing our models’ goodness-of-ĕt. Specif-

ically, aer learning parameters from the data, we then simulate entire sequences of networks from learned

model. For the time-inhomogeneous model we provide only the time indexes at which it should generate
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Figure 4.11: Density of sampled conversation networks compared to data.

networks. For the time-homogeneous model we provide both the time indexes for which it should generate

networks, as well as the true ĕrst network observation—thus giving it potentially more information about the

network series.

We use Gibbs sampling to generate sample sequences, with a burn in of 1000 sweeps over all variables and

subsequent samples saved every 100 sweeps. We compare the simulated sequences to the data usingmore both

features included in the model and features that are not in the model.

Figure 4.11 shows the density of the conversation networks along with the densities of networks sampled

from the two models. On the top, in red, the time-homogeneous model shows a very poor ĕt to the data.

e extreme samples that extend beyond the plot’s limits show that the model is exhibiting degeneracy and

assigning signiĕcant probability to completely connected graphs. In fact, if we sample from this model without

conditioning it on the ĕrst observation it only returns sequences of graphs with all edges set to or near their

maximum value. e time-inhomogeneousmodel on the bottom, in green, shows amuch better ĕt to the data.

Figure 4.12 showsmean path lengths, computed as described in Section 3.5. Path length is a global property

of the network and thus is not directlymodeled by our strictly local set of features. Good reproduction of global

properties is evidence of goodmodel ĕt Hunter et al. (2008). Again, the time-homogeneousmodel (top) shows
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Figure 4.12: Mean path length of sampled conversation networks compared to data.

a poor ĕt to the data and exhibits degeneracy by generatingmanymaximally connected networks with all paths

at length zero. e time-inhomogeneous model (bottom) provides a much better ĕt.

What Didn’t Work Before arriving at the above features we also tried two others. Simple density—the sum

of all edge values—yielded networks with very low total densities and was replaced with the edge value his-

tograms. e sum of weighted triangle values (from Equation 3.3) deĕned as D(Y) ,
∑

ijk(YijYikYjk) 1
3

and a “poor man’s GWESP” of log(1 + D(Y)) both lead to degeneracy.

Interpreting the Learned Parameters Since the edge histograms are simple multinomials, we can easily

convert their natural parameters to mean-value parameters. ose mean-value parameters can be interpreted

as the the probability that an edge takes a given value at a given time, with all other features held equal. at

is, it reĘects the “pure” probabilities of edge values as a function solely of time, without interference from any

inĘuence due to transitivity or stability.

Figure 4.13 shows such edge value probabilities for the conversation networks. In the beginning, strong

edges (top) have larger probability than others. In the middle, weak edges become more probable, and even-

tually zero-valued edges (bottom) increase their dominance. is generally matches the empirical edge value

distributions shown in Figure 3.8a.
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Figure 4.13: Edge value probabilities over time, with all other features kept equal. Values increase from

0 (red) at bottom to 1 (dark blue) at top. Note that y axis starts at 0.5.
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Table 4.3: Sigmoid parameter values learned for GWESP weight.

Parameter Value s.e

w -2.24 1.17

a -0.09 0.95

b -0.19 0.05

s -0.14 0.07

Of course, there is the usual uncertainty associated with the single set of parameters learned by the model.

Fortunately, curved exponential families still allow for the Fisher information to be used to estimate standard

errors around learned parameter values Hunter and Handcock (2006). Table 4.3 shows the parameter values

(from (4.34)) learned for theGWESPweight in the conversation data, alongwith their nominal standard errors.

Unfortunately, asη becomesmore complex, standard errors around a learned θ̂ becomeharder to reason about.

We can get a coarse feel for the uncertainty, though, by sampling new parameter values from the nominal

asymptotic normal sampling distribution of θ̂. We can then feed those sampled parameters through η to see

how different θ̂ values might effect our interpretation of the model. Figure 4.14 shows such samples for the

learned GWESP weight. e MLE (the output of (4.34) for the values in Table 4.3) is in solid black and the

gray lines are weights computed from sampled values of θ̂. e sampled values follow the general form of the

point estimate and all suggest that in this network transitivity quickly increases in importance and then stays

important. at is in contrast to the simple transitivity metrics considered in Section 3.5.3 that declined over

time. at difference is exactly the reason for using an ERGM: it can separate overlapping inĘuences (in this

case, density, stability, and transitivity) and show that transitivity is actually increasing or stable through time.

4.4 Future Work

eERGMs presented in this chapter appear to work well: they recover sensible properties of the data and they

achieve comparatively goodmodel ĕts. But there is always opportunity for improvement, and themost obvious

area in which these models could be improved—especially when applied to the Spoken Networks corpus—is

their treatment of missing data.

Recall that the size of the eligible study cohort was 27 people, though only 24 chose to participate. ose 3
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missing people entail 75 completely missing entries in any undirected adjacency matrix constructed from our

data. In addition to that, using just the proportion of time spent in conversation as our single observationmakes

the strong assumption that data is missing at random. For the Spoken Networks data, that assumption would

mean that the times each person chose to record or not record are independent both of others’ recording times

and of the structure of their social network. at is not a realistic assumption. Subjects with social relationships

did remind each other to wear their devices, andmany subjects informally reported intentionally wearing their

device when they knew they would be most active socially. is means that the simple proportion probably

overestimates the true amount of time spent in conversation.

To compensate for this, we couldmodel the “process ofmissing-ness” directly in an ERGM.Gile andHand-

cock (2007) presents exactly such a method for a binary network with binary missing-ness: edges are either

completely observed or completely unobserved. In our data, neither the network nor the missing-ness is bi-

nary. Some dyads may be well observed (i.e. record a large amount of overlapping data), and some me be

less well observed. For the less well observed dyads, there can be two sources of missing data: (i) one or both

members may simply not record much data, or (ii) they may both record a fair amount of data but simply

not be recording at the same times. It is in the latter that the data collection process—the decision of when to

wear the recording device—contains information about the social network: if two people simply keep different

hours, then the probability of an interaction between them should be low. Extensions to the methods of Gile

and Handcock to handle this new kind of missing data are an interesting direction for future work.

Another related area is the treatment of low-level measurement error. As mentioned above, Butts (2003)

presents a latent ERGM that explicitly models the error of survey respondents. In Butts’s model (like that of

Gile andHandcock) both the latent and observed networks are assumed to be binary. Wemade initial attempts

to apply Butts’s approach in our model by adding a new “layer” of latent variables between the binary, hidden

social network and the observable times spent recording and in conversation. is middle layer was intended

to model the true proportion of time spent in conversation, and the relationship between it and the observable

data was to be an explicit model of measurement error. In early experiments with synthetic data, it proved far

too difficult to ĕt a model with so many latent variables and the approach was abandoned.
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Chapter 5

Influence in Social Behavior

It has long been known that people change their speech to accomodate their conversation partners (Giles et al.,

1991). at accommodation has been observed in many different aspects of speech, including word choice

(Brennan and Clark, 1996), turn and pause length (Cappella and Planalp, 1981), accent (Giles, 1973), rate

(Gregory and Hoyt, 1982), and pitch (Gregory et al., 1997). e broad phenomenon of accommodation can

be divided into two separate categories that denote the “direction” of the accommodation. Convergence occurs

when a person makes her speech more like that of her partner; divergence occurs when she moves away from

her partner’s speaking style(Giles et al., 1977).

Interestingly, whether and to what degree a person converges on his partner’s speech has been found to

correlate with the partner’s social status (Gregory and Webster, 1996). is suggests that simply observing

how a person changes his speech may reveal his perceived “importance” of his conversational partner. In

social network analysis, an abstract notion of a person’s importance to the network is oen quantiĕed through

measures of centrality (Wasserman and Faust, 1994). A natural question to consider, then, is whether there is

a relationship between a person’s change in speaking style and the network centrality of his partner.

In the social network literature, a change in behavior that results from an interaction with someone else

is known as inĘuence (Robins et al., 2001). at change is usually considered at a larger, “macro” scale (e.g.

voting for a certain party, or starting to smoke) than the small, “micro” scale of changes in speech. Now that

we have situated speech data, it is possible to consider inĘuence at the scale of speech accommodation. We will

use the term inĘuence here—instead of accommodation—because it emphasizes the receiver (the person being

accommodated) more than the sender and we will be comparing the receiver’s inĘuence to her importance.

But we are referring to the same phenomenon: one person changing his speaking style based on the identity

Parts of this chapter were previously published in (Wyatt, Choudhury, Bilmes and Kitts, 2008).
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of her conversational partners.

is chapter will address the relationship between inĘuence and network centrality using two methods: a

simple descriptive approach (Section 5.2.1), and a model-based approach (Section 5.2.2). Each of those has

precedents in the existing literature on social behavior modeling, and those earlier models are summarized

ĕrst (Section 5.1)

5.1 Previous Social Behavior Models

is section provides background on the two earlier efforts at group social behavior modeling that are the

ancestors of the techniques presented later. Interestingly, though developed completely independently, both of

these techniques use mixture models to discover patterns of inĘuence and change in behavior.

5.1.1 Mixed-Memory Influence Model

Recall from Chapter 3, that Choudhury (2004) instrumented 23 people with a sociometer for 2 weeks in or-

der to measure their network of face-to-face conversations. From the audio data that was collected she can

automatically extract two-person conversations and infer, at a rate of 64 Hz, who was speaking when in the

conversations. Periods with no speaker are assigned to whomever spoke last, so any conversation can be re-

duced to the binary sequence of turn indicators b.

From these turn-taking sequences Choudhury and Basu (2004) estimate the 2×2 personal turn transition

matrix Pi that encodes person i’s turn-taking preferences. For simplicity, assume that person i’s turns are

always indicated with 1 in the binary turn taking sequence for all of her conversations, and that all of those

sequences are concatenated into one long sequence bi of length T . Pi is constructed so that

P i
11 = 1

T − 1

T∑
t=2

bi
tb

i
t−1

P i
12 = 1

T − 1

T∑
t=2

(1 − bi
t)bi

t−1

P i
21 = 1

T − 1

T∑
t=2

bi
t(1 − bi

t−1) P i
22 = 1

T − 1

T∑
t=2

(1 − bi
t)(1 − bi

t−1)

In other words:

..
..p(i keeps the turn | i currently has the turn) ..p(i relinquishes the turn | i currently has the turn)

..p(i takes the turn | i does not have the turn) ..p(i still yields the turn | i does not have the turn)
.

 .

.Pi =
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Note that this matrix is only equivalent to the conversation turn transition matrix T deĕned in Equa-

tion 2.13 under the two simplifying assumptions above: (i) only conversations with two participants are con-

sidered, and (ii) periods of silence are counted as belonging to the last speakers turn. In that case, there is

always a “speaker” and the conversation turn transition matrix will never need to count transitions to silence.

Choudhury and Basu hypothesize that a person’s observed turn-taking behavior is a mixture of her own

preferences and the preferences of her conversation partner. at hypothesis can be tested by modeling the

turn-taking streams of the conversation as a mixed memory Markov process (Saul and Jordan, 1999).

A mixed memory Markov process reduces the number of parameters required to model a Markov chain

by assuming that the transition kernel for the chain is a mixture of simpler kernels. In Choudhury and Basu’s

implementation, the binary turn-taking sequence for a conversation between a pair i and j is modeled with a

ĕrst-orderMarkov chain. A completemodel for the entire populationwould thus require learning
(

N
2
)
separate

transition kernels needing 2
(

N
2
)
total parameters. Instead of learning a separate transition kernel for each pair,

Choudhury and Basu instead model the transition for a pair i and j as a mixture of their personal turn-taking

preferences

p(Bij
t = x|Bij

t−1 = y) = MijP i
xy + (1 − Mij)P j

r(xy) (5.1)

Bij is the turn-taking sequence of a conversation between i and j. r is a function that maps indexes into Pi to

complementary indexes into Pj so that the mixing is between appropriately matched transition probabilities.

For example, the transition P i
11—i keeps speaking—should be mixed with P j

22: j stays silent. Mij is the

mixture coefficient for i and j: the probability that i’s turn-taking preferences are honored. ismixedmemory

model reduces the number of parameters to
(

N
2
)

+ 2N .

at mixture coefficient can be interpreted as the amount of inĘuence that i has over j. If Mij > 0.5 then

i’s conversations with j tend to proceed more according to her preferred turn-taking style than j’s. Actual

interpretation of the coefficients requires adjusting for absolute differences in i and j’s styles. If they are already

very similar, a large coefficient is not so meaningful. Conversely, if they are very different to begin with, then

a small coefficient could still be meaningful. Choudhury and Basu accomplish this by scaling Mij by the

Jensen-Shannon divergence between Pi and Pj
r(.)

To ĕt their mixture model to their real-world conversation data, Choudhury and Basu do not estimate a

uniquePi for each person but instead approximatePi withPi\j for learningMij . Pi\j is computed identically

to Pi but without using any data from conversations between i and j. is is done for all pairs of people, and

expectation maximization is used to learn values for all components of (the upper triangle of) M.

Choudhury and Basu ĕnd that their mixture model ĕts the data better than the complete model with sepa-

rate transition matrices for each pair of people. Additionally, they can compute a person’s aggregate inĘuence

as the mean of her scaled inĘuence coefficients. By constructing a network with edges between pairs that have
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at least one conversation, they can also compute each person’s betweenness centrality. ey ĕnd there is a

positive correlation between a person’s aggregate inĘuence and her betweenness centrality.

5.1.2 Author-Recipient-Topic Model

Another mixture model used to study social behavior data is the author-recipient-topic, or ART, model of Mc-

Callum et al. (2007). e ART model is an extension of textual topic models to include the identities of the

people generating and receiving the text. Topic models, like probabilistic latent semantic analysis (Hofmann,

2001) and latent Dirichlet allocation (or LDA, Blei et al., 2003), model a topic in a textual corpus as a multi-

nomial distribution over words. Each document has its own mixture of those word multinomials with the

mixture weights reĘecting the prevalence of topics in the document. In LDA, the parameters for a document’s

multinomial over topics are themselves latent variables governed by a Dirichlet prior, hence the name latent

Dirichlet allocation. With W unique words in the corpus and Z ≪ W unique topics, documents can then

be summarized and compared through their distributions over topics. And latent topics can be discovered by

examining the “unmixed” word distributions that are learned.

eARTmodel extends LDA to handle email data by considering not only the words within the emails but

also the author and recipients of the email. In the ART model the latent multinomial distribution over topics

is no longer associated with the document (an email) but instead with an author-recipient pair.

A directed graphical model representation of the ART model is in Figure 5.1 (rectangles indicate repeated

copies of exchangeable variables). For an entire corpus the “generative narrative” of the ART model is

θ ∼ Dir(α) Draw speciĕc mixtures of topics for all pairs (a, r) (5.2)

ϕ ∼ Dir(β) Draw speciĕc mixtures of words for all topics t (5.3)

en, for each email d, for each word w in d

r ∼ Uniform(p) Draw a single recipient for this word (5.4)

t ∼ Mult(θar) Draw a single topic for this word (5.5)

w ∼ Mult(ϕt) Draw the word from the topic distribution (5.6)

e posterior distribution of unknown quantities p(θ, ϕ, t, r|a, p, w, α, β) can be sampled using Gibbs

sampling. Additionally, the conjugate form of the Dirichlet prior makes it easy to marginalize out θ and ϕ

and sample directly from p(t, r|a, p, w, α, β)—a process known as collapsed Gibbs sampling since the latent

parameters have been “collapsed” in the graphical model (Griffiths and Steyvers, 2004). McCallum et al. use

collapsed Gibbs sampling to repeatedly sample t and r and aggregate those samples into simple counts of how
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Figure 5.1: The author-recipient-topic model. a: the author; p: the set of recipients; w: one of N words

in an email. r: the single recipient of word w. t: a latent topic (multinomial over words) chosen from θar

a mixture of multinomials specific to a and r. ϕt are the parameters of the word multinomial for topic t.

θ and ϕ are fit over a corpus of D separate emails. α and β are hyperparameters governing the prior

distributions of θ and ϕ.

oen each word is assigned to a given topic and recipient. ose counts are assembled into a four-dimensional

array M where Martw is a count of how oen word w was assigned to topic t and recipient r in emails from

author a.

Mean-value posterior point estimates of θ̂ and ϕ̂ can be computed from M as

θ̂art =
∑

w αt + Martw∑
t′,w αt′ + Mart′w

probability of topic t between a and r (5.7)

ϕ̂tw =
∑

a,r βw + Martw∑
a,r,w′ βw′ + Martw′

probability of word w in topic t (5.8)

Of course those estimates will have lost any information about the posterior distribution of θ̂ and ϕ̂ other than

their means, but that is a cost of collapsed sampling.

McCallum et al. also derive an author’s marginal topic distribution as

p(t|a) =
∑

r,w αt + Martw∑
r,t′,w αt′ + Mart′w

probability of topic t from author a (5.9)

ese author-topic distributions can be used to compare and group people according to the similarity of emails

they send.
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An aside McCallum et al. do not explore them, but other marginalizations of M are possible. Summing

over a instead of r in (5.9) would give the analogous recipient-topic distribution and provide another way of

comparing people. Interestingly, computing

p(r|a) =
∑

t,w Martw∑
r′,t,w Mar′tw

the probability of recipient r for author a (5.10)

would provide the proportion of all words written by a that were “intended” for recipient r.

A problem with network data derived from email is the ease with which one person can send a single

message to numerous others. Constructing a network from emails usually entails placing edges between the

and author and all recipients, and those edges usually all have the same weight. at practice is questionable,

especially for emails with large numbers of recipients. Some researchers deĕne simple thresholds for numbers

of recipients above which the email is not considered a signiĕcant interpersonal communication (Kossinets

and Watts, 2006). Equation (5.10) provides a mechanism for un-mixing how much of an email is intended for

each recipient. at in turn provides a way to assign strengths to ties when constructing a network.

5.2 Influence in the Spoken Networks Data

We have used two approaches to examine inĘuence in the Spoken Networks data. Section 5.2.1 describes a

method that estimates inĘuence from simple descriptive statistics and compares those inĘuence estimates to

network centrality. Section 5.2.2 describes a model-based approach to estimating inĘuence that overcomes

some of the short-comings of the descriptive approach.

5.2.1 Descriptive Influence Metrics

Perhaps the most immediate method for measuring change in behavior is to simply compute the distance

between a person’s “usual” behavior and his behavior when speaking with a speciĕc conversational partner.

We consider two measures of speaking behavior: rate and pitch (computed as described in Section 2.3.1). Let

bij
t be the value computed for one of these behaviors for i while in conversation with j at time t.

It is easy to estimate b̂ij the mean of i’s behavior when speaking with person j. Additionally, aer Choud-

hury and Basu, for comparisons to person j we estimate i’s “usual” behavior as

b̂i\j , 1
Z

∑
k ̸=j

∑
t

bik
t i’s average behavior with everyone except j (5.11)

Finally, to account for i’s usual variation in behavior we also estimate σ̂i, the standard deviation of i’s behavior

for all partners (including j). We then deĕne the change in i’s behavior with j as

dij , |b̂ij − b̂i\j |
σ̂i

(5.12)
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(5.12) is the univariateMahalanobis distance but it is also easily interpretable as the number of sample standard

deviations that i changes his behavior when speaking to j. is simple change metric measures only raw

accommodation or inĘuence. It does not—due to the absolute value—distinguish between convergence and

divergence.

To obtain a single measure of i’s inĘuence over her conversational partners, we compute her incoming

change as

f i , 1
P

∑
j

dji (5.13)

where P is the number of conversation partners i has in the data.

Choudhury (2004) only extracted dyadic conversations from her data, but the new methods we presented

in Chapter 2 are capable of ĕnding multi-party conversations. In multi-party conversations there could be

more than one source of inĘuence and the simple metrics above cannot untangle such overlapping inĘuences.

To avoid potential confusion caused by multiple inĘuences we compute the above quantities using only dyadic

conversations.

Having computed the incoming change for each person in our corpus, we compare it to that person’s

eigenvector centrality (Wasserman and Faust, 1994). Person i’s eigenvector centrality ci is the value of the i-th

component in the principal eigenvector of Y′, the network’s adjacency matrix with rows normalized to sum

to 1. Intuitively, this expresses centrality recursively: a person’s centrality is a linear combination of the cen-

tralities of the others to whom she is connected. e eigendecomposition of Y′ solves this system of equations

to ĕnd each person’s centrality. To compute centrality, we use the weighted conversation network deĕned in

Section 3.5.4 (constructed from all conversations, not just dyadic ones).

Figure 5.2 shows the comparison of centralities (x axes) to incoming changes (y axes) in rate (top) and pitch

(bottom) for networks computed from each week of the Spoken Networks data. Correlation coefficients for

each week and their p-values are shown in the legend. Positive correlation coefficients would agree with the

earlier result of Choudhury and Basu (2004): people change their behavior more when conversing with more

central partners. Unfortunately, the results are inconclusive. A few weeks have negative correlations, and not

all correlations are signiĕcant. e aggregate correlations are positive, but traditional signiĕcance tests cannot

be performed because the observations are not independent (an aspect discussed below in Section 5.3).

5.2.2 General Influence Model

e descriptive inĘuence metrics described above are coarse in many ways. First, they must be constrained

to dyadic conversations, potentially discarding much useful data. Second, while they assume the existence of

a single personal behavior, measures of that individual behavior must be made using data from all partners

except one. at assumes that multiple inĘuence are independent, and the mean of i’s behavior with different
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(a) Incoming change in rate compared to centrality.
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(b) Incoming change in pitch compared to centrality.

Figure 5.2: Descriptive change in behavior compared to eigenvector centrality. Each point is a person,

with measurements from separate weeks shown in different colors. Best fit linear regressions are shown

as solid lines, with the black line representing the regression to all points from all weeks.
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partners will be representative of her “true” individual behavior. If a person has few conversation partners,

then that mean will have high variance. Imagine the extreme situation where i converses only with j and k,

in that case b̂i\j = b̂ik and i’s individual behavior measurement will always be “contaminated” with inĘuence

from either j or k.

A better approach is to explicitly model each person’s individual behavior distribution. Of course, since

social behavior always requires more than one person, there is no way to ever observe an individual’s true

distribution. Rather, it must be inferred from observations with multiple partners. By jointly modeling both

these latent individual behavior distributions and the process of inĘuence that causes a person to change his

behavior, we may be able to extract more useful information from the data. e joint model that we consider

here is a generalization of the mixed-memory inĘuence model of Choudhury and Basu (2004) inspired by the

ART model of McCallum et al. (2007).

Recall that Choudhury and Basu (2004) transformed the turn-taking signal from every two person con-

versation into a binary sequence and that each person’s turn-taking preferences were modeled with a 2 × 2

transition matrix Pi. at transition matrix has only two free parameters and those are interpretable as the

single parameters of two separate geometric distributions: one for how long i prefers her turns to be, and the

other for how long she prefers her partner’s turns to be. Viewed that way, the ordering of turns in a conver-

sation does not matter: it is simply a “bag-of-turns” with varying lengths. In that case, the mixture model of

Choudhury and Basu can be rewritten in a form very similar to the ART model.

Figure 5.3 shows this new form. Call this the general inĘuence model. ere are C “interaction events”

being modeled. ose could be conversations, email messages, phone calls, meetings, discussion threads in

social media, etc. Each interaction event has participants p and is broken into T turns. During a turn only

person s exhibits any behavior. Within a turn there are B instantaneous behaviors. ose may be observations

of pitch or rate, or the length of the turn (in which case B = 1), or even words.

e basic mixture assumption that the model makes is that each person has two personal distributions

over behaviors: (i) a sender distribution governing the behavior she exhibits during an interaction, and (ii) a

receiver distribution governing the behavior her “ideal” partner would exhibit during interactions with her.

When a person interacts with others, her observed behavior is a mixture of her sender distribution and the

receiver distributions of the other participants in the interaction.

e generative narrative for the model is:

For each instantaneous behavior b in each turn

r ∼ Uniform(p) Draw a recipient (5.14)

f ∼ Bernouli(Msr, s, r) Draw an inĘuencer (5.15)

b ∼ W(θfa) Draw a behavior (5.16)
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Figure 5.3: A general influence model. p are the participants in one of C conversations. s is the speaker

in each of T turns. Turns have observable behavior b that is “intended for” person r. f is the person who

determines the behavior and takes a value of either s or r, governed by the mixture coefficient Msr. θ

are the parameters for each person’s individual sender and receiver behavior distribution.

Bernouli(p, a, b) is a simple two category multinomial that takes value a with probability p and value b with

probability (1 − p). W can be any distribution parameterized by θ. ere are 2N such distributions, one for

each person’s sender and receiver distribution. ese distributions are chosen with the two dimensional index

fa where a = 1 if f = s and a = 2 if f = r. Note that M and θ are not observed: they are to be learned from

data. And while we have not drawn them, it is straightforward to add hyperparameters for priors of M and θ.

Altogether, this is a very Ęexible model for capturing inĘuence in social behavior where it is assumed that

the observed behavior is a mixture of each participant’s sender and receiver behavior.

eChoudhury and Basumodel can be re-written as a general inĘuencemodel. For that, b are turn lengths

and M is the mixing matrix. W is a geometric distribution. θi1 is person i’s preferred turn length when

speaking, and θi2 is i’s preferred length for her partners’ turns. e advantage of this formulation is that it can

model multi-person conversations through the use of the latent recipient r.

Amodel similar to a factored version of the ARTmodel can also be re-written as a general inĘuencemodel.

For that, b are words in an email. W is a multinomial and the sender and receiver distributions are author and

recipient distributions over words.Ƭ Of course, that factorization comes at the price of losing any unique aspects

¹As written, the model has no topics, but they could be introduced by putting a latent topic t in b’s place in the graphical model,
making b a child of t and adding topic parameters ϕ as parents of b.
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of a distribution speciĕc to a single author-recipient pair. For example, if a person sends very different emails

to close friends than he does to colleagues those two would be blurred into a single sender distribution.

For some behaviors, it may not be necessary to make the distinction between sender and receiver distri-

butions. In spoken conversations, for example, it is unlikely that a person has distinct distributions for rates

at which she wishes to speak and rates at which she wants her partners to speak. A simpler model can use a

single personal distribution for a person’s preferred pitch or rate. In that case, the graphical model would omit

the edge from s to b and there would be only N different θ parameters. at is precisely the model considered

in the remainder of this section.

One basic difference between the ART model shown in Figure 5.1 and the general inĘuence model in

Figure 5.3 is the lack of hyperparameters for prior distributions on M and θ and the general inĘuence model.

at is because we have so far only ĕt this model using expectation maximization to obtain point estimates of

M and θ, and not through e.g. Gibbs sampling to approximate their posterior distribution.

To adapt the general inĘuence model to the pitch and rate data considered above, we take W to be a simple

univariate Gaussian with the usual parameters θi = (µi, σ2
i ). Aer ĕtting that model to our data, we can

compute a quantity similar to (5.12)

cij , Mijµi − (1 − Mij)µj

σi
(5.17)

(5.17) is essentially themodel-based equivalent of (5.12): howmany standard deviations is i expected to change

her behavior when speaking to j? Note that (5.17) can be computed even when i and j have had no one-on-

one conversations—a key strength of explicitlymodeling latent personal distributions. Additionally, analogous

to (5.13), we can also compute the average of (5.17) across all partners to ĕnd a person’s expected incoming

change.

Figure 5.4 shows the comparison of centralities to expected incoming changes in rate and pitch as they are

estimated using the general inĘuence model. e results of this comparison are slightly stronger than those

for the simple descriptive approach. All weeks show a positive correlation between incoming change in rate

and centrality. Only two weeks show a negative correlation for pitch, and the coefficient value is very small.

As above, however, not all correlations are signiĕcant, though the aggregate correlation coefficient for rate is

much stronger than above.

5.3 Future Work

e work in this chapter is on-going, and there are several immediate improvement that can be made.

First, since all weeks of data come from the same population, each new week does provide more infor-

mation about the possible correlation between change in behavior and network centrality. Traditional tests
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Figure 5.4: Model-based change in behavior compared to eigenvector centrality.



103

of signiĕcance cannot be done on the correlation coefficient computed for the aggregated weeks since that

aggregated data set contains 9 separate observations for each subject. Obviously, those observations are not

independent and any resulting conĕdence interval (and p-values derived from it) will be overly optimistic. A

better approach might be to use a hierarchical model with a distribution over latent correlation coefficients.

Learned properties of that distribution (e.g. mean and variance, if it is Gaussian) could show whether a corre-

lation hold across all weeks.

Second, all of the approaches above ignore the temporal aspect of the data. at aspect is important for

two reasons: (1) the strength of the relationship between behavior and centrality in one week may depend on

the strength of the relationship in the previous weeks, and (2) inĘuence may have a durable effect on a person’s

individual behavior distribution. e ĕrst reason would change how some global correlation is to be found in

the entire data set. e second would change how inĘuence is interpreted from week to week. In an extreme

case, a person i may completely adopt the behavior of some j over time. e static approaches above would

see that as a loss of inĘuence: i no longer changes his behavior when speaking to j. e fact that i now speaks

like j in all his interactions—and did not speak that way before—should be taken into account.

ird, like anymodel, the general inĘuencemodel could be checked for goodness-of-ĕt. Data could be held

out and predicted based on the ĕtted model. For example, we could attempt to predict how two people who

have never had a one-on-one conversation will speak to each other. We could also test the likelihood of held

out data, or sample synthetic data from the ĕtted model (as in Section 4.3.3), or use any other goodness-of-ĕt

test.

Finally, there is the possibility that any correlation found is induced by our data processing pipeline. Con-

sider the path of information shown in Figure 2.3. e voicing inference is used to ĕnd colocated people,

which is then used to determine who could be in conversation. It is also used to disambiguate speakers during

speaker segmentation, and used to decide which regions of signal from which to infer pitch. Energy is used

to segment speaker turns, aer which it is also used to compute rate. It will be necessary to determine how

much—if any—of an observed correlation is process-induced.
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Chapter 6

Conclusion and Future Work

e work presented in this dissertation has extended the state-of-the-art in measuring and modeling networks

of human social behavior—speciĕcally, networks expressed through real-world, face-to-face conversations.

We have outlined a set of a set of privacy-sensitive features that can be computed from incoming audio data

in real-time. We have shown how to use those features to determine who was physically colocated with whom,

both at the granularity of a room in a building and at the more elastic “acoustic proximity” needed to have a

face-to-face conversation. We have used the privacy sensitive features to infer who was speaking when, and

combined those inferences with colocation inference to determine who was in conversation with whom. is

conversation detection can handle conversations with any number of participants, extending beyond previous

methods that were limited to dyadic conversations only.

We have recounted the year long collection of privacy-sensitive situated speech data from a subject popu-

lation of 24 graduate students. We applied our colocation and conversation detection methods to this data to

extract a year’s worth—426 person hours—of real-world face-to-face conversations within the study cohort.

We have constructed weighted networks of social behavior from that data and examined basic descriptive

statistics in order to compare networks of colocation events to networks of conversation events. e two are

found to be very different, providing new insight into earlier studies that had access to only colocation data.

Wehave extended exponential randomgraphmodels so that theymaymore robustly handle social behavior

data. A latent ERGM was proposed that simultaneously models both the structural properties of a network of

abstract, hidden social ties as well as the relationship between those latent ties and their expression in noisy,

observable behavior. A time-inhomogeneous ERGMwas used to discover long-range trends in the evolution of

underlying properties of the network. e time-inhomogeneous model was also found to provide much better

ĕts to real data than standard time-homogeneous models, which displayed symptoms of model degeneracy.
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Finally, we have examined two methods for discerning inĘuence in social behavior data and comparisons

between the measured inĘuence and network centrality. A simple difference between average behaviors pro-

vided inconclusive results, but a general inĘuence mixture model yielded much stronger evidence of a positive

correlation between how much a person changes her behavior and the eigenvector centrality of her conversa-

tional partner. Additionally, this general inĘuence model can be easily extended to any kind of social behavior

data—emails, phone calls, social media posts—and is thus capable of discerning inĘuence in a broad class of

observations.

6.1 Future Work

e methods and results presented in this work are only very small steps in directions to be explored as social

behavior modeling becomes more commonplace.

Real-time Conversation Detection All of the low-level speech processing techniques presented in Chapter 2

could theoretically run on any modern cell phone. Additionally, even though the colocation results presented

in Chapter 2 use voicing posteriors computed from 50 minutes of data, we have empirically determined that

fixed lag smoothing with a lag of 916 ms is enough to yield identical posterior distributions. If devices could

compute their own voicing posteriors, they could share them with one another and infer whether their wear-

ers are colocated. If the devices share their observed mean energies along with their voicing posteriors, then

speaker segmentation (with independent pairwise speaker segmentations distributed across devices) and con-

versation detection could also be performed in real-time. ose inferences could then be used by applications

that need to know their users’ immediate social context.

Improved Measurement Methods As described in Sections 1.1.2 and 4.4, there are sources of measurement

error that could be incorporated into our models. In addition to modeling error, there are ways that new mea-

surements can be incorporated to improve the quality of the resulting data. Choudhury (2004) asked her par-

ticipants to label some of their own conversations in her data. at, of course, requires saving raw audio which

does involve sacriĕcing privacy (both the subjects’ and others’) for data quality. An alternative—particularly

if combined with real-time conversation inference—would be to use experience sampling (Larson and Csik-

szentmihalyi, 1987) to occasionally prompt users to conĕrm or correct the automated inferences about their

conversations.

Joint Models of Low-Level Behavior and High-Level Networks Current research (both that presented

here and others’) is generally split between models that treat the network as a random variable but use very
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little of the ĕne-grained behavior data (i.e. only proportion of time spent in conversation), andmodels that use

much of the behavior data while treating the network as a non-random constant (the observed p in Figure 5.3).

Joining these two approacheswould realizemuchmore of the power of social behavior data. Jointmodels could

learn how speciĕc low-level behaviors effect the probability of ties forming or dissolving and use that to better

predict future networks.

Spatial Inhomogeneity Analogous to the time-inhomogeneity exhibited in longitudinal data, there may be

“spatial inhomogeneity” exhibited in very large networks. Local portions of the network may display homo-

geneous properties, but those properties may change as one moves to different parts of the network. Indeed,

modeling spatial inhomogeneity may lead to new ways to discover sub-networks corresponding to commu-

nities, such as a de facto working division within a company or an extended social circle within a school.

Additionally, it may be more proĕtable (and tractable!) to model inĘuence within these sub-networks since

they may correspond to practical extents of inĘuence in the larger network.

An Automated Sociologist’s Assistant Currently, new ERGM features are discovered through careful so-

ciological reasoning followed by trial and error—and still most features do not yield good model ĕts. New

research into feature discovery in statistical relational machine learning (like Markov logic) shows promise,

but has not been extended beyond small domains of simple, binary data. Methods for the automated discov-

ery of relevant social features from complex low-level behavioral data could lead to an “automated sociologist’s

assistant” capable of mining novel patterns from social behavior data and rapidly advancing the frontiers of

computational social science.

Intelligent Social Systems A relatively unexplored side of the increasing availability of social behavior data

is that it is due to introduction of computers into communicationsmedia. In the past it was theoretically possi-

ble—though perhaps prohibitively laborious and privacy-invasive—to record telephone calls, or keep records

of physical mail sent. Such hypothetical data collection methods could record social behavior data—but they

could only record it. With computers as components of a communication system, it is now possible not just

to record data, but to compute on that data: to draw inferences, and possibly even to react or intervene.Ƭ

It is this capacity for automated reaction that could lead to the development of intelligent social systems:

soware that understands and engages with the social behavior of its users. An intelligent social system will

need to understand how its users’ social behaviors reĘect the nuances of their interpersonal relationships, how

the users ĕt together into a larger social network (not all of which may be observable), and how best to assist

people with their interactions. Such a system could prioritize communications based on knowledge about both

¹is observation comes from Haym Hirsh.
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the relationship between the sender and receiver, as well as the beneĕt the communication may provide to the

larger network.

Such a system could also leverage repetitions in interaction patterns that are observed acrossmany different

communities. For example, people may fall into certain roles within a group (e.g. leader, mediator, critic) and

conĕgurations of these roles might repeat across disparate groups. e system could learn these patterns,

possibly enabling it to better predict how behavior might change (to ĕt a potential role for example) or how

ties may dissolve (to remove a detrimental structure). e system could learn how interaction patterns are

associatedwith the ultimate success of a group. at could allow for the early detection of dysfunctional groups,

and provide an opportunity for appropriate intervention—automated or otherwise. e system could also

learn to route information through the person occupying the role best suited to spreading the information—a

distinction revealed by both network structure and behavior.

We are a long way from such systems, but continuing advances in our ability to measure and model human

social behavior will enable steady progress to be made towards intelligent social systems.
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